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Two approaches to the Einstein initial value problem for vacuum gravitational fields are considered. In the 
first, the metric of a spacelike slice is prescribed arbitrarily and it is shown that momenta satisfying the con
straints can be constructed by exploiting the well-known relation of three of the four constraints to the three
dimensional coordinate transformation group. Specifically, it is shown that there exists a coordinate mapping 
of a certain specified set of functions onto momenta satisfying the constraints for a specified 3-metric. A 
further interpretation of this procedure is discussed. In the second approach the 3-geometry of a spacelike 
slice is specified up to a conformal factor. It is shown that, using a coordinate transformation method similar 
to the above, transverse traceless momenta can be constructed and that this construction depends essentially 
only on the conformal geometry of the spacelike hypersurface. The remaining constraint is satisfied by a choice 
of the conformal factor. As a result, it follows that the initial value equations can be satisfied by mapping cer
tain specified sets of functions onto solutions by using coordinate transformations and a group of scale trans
formations which include conformal transformation of the metric. This is significant because the unconstrained 
initial data (gravitational degrees of freedom) are represented by a pair of scale-invariant transverse, trace
less tensors of weight ~. These objects, in turn, give irreducible representations of the coordinate and scaling 
groups which are used to effect solutions of the initial value equations. 

1. INTRODUCTION 

The purpose of this paper is to show that the initial 
data satisfying the Einstein gravitational constraint 
equations can be constructed by mapping certain 
specified sets of arbitrary functions to solutions in 
such a way that the unconstrained data (gravitational 
degrees of freedom) are left essentially invariant. 
The mappings involve three-dimensional coordinate 
transformation of the three-dimensional metric. The 
unconstrained data are represented by a pair of scale 
invariant transverse traceless tensors of weight ~. 
These objects give irreducible representations of the 
groups which transform the sets of arbitrary func
tions to solutions. 

The initial value problem 1 arises because four of 
Einstein's ten field equations for gravitation involve 
only initial data. In the Hamiltonian form of general 
relativity,2,3 the data which must be given compa
tibily on an initial spacelike hypersurface are the 
metric Yab on the slice (canonical field coordinate) 
and a tensor density nab measuring the bending of the 
slice relative to the surrounding space-time by 
means of the relation nab:::: yl/2 (Kyab - Kab), where 
Kab is the second fundamental tensor of the surface, 
K is its trace, and y is the determinant of Yab' There
fore, nab measures "extrinsic curvature" and plays 
the role of canonical field momentum. Thus, the pro
blem of initial conditions is to give Yab and nab in such 
a way that the four constraint equations are satisfied 
at the initial instant. If the initial data are consistent 
on the initial surface, they continue to satisfy the con-
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straints for a finite time into the future as a conse
quence of Einstein's dynamical equations and the con
tracted Bianchi identities satisfied by the latter. 
Satisfactory understanding of the initial value prob
lem is essential for full appreciation of the dynamics 
of gravitational fields, for the constraints serve as 
(vanishing) Hamiltonians in the canonical representa
tion of dynamiCS. Therefore, they contain implicitly 
the complete description of gravitational dynamics in 
Einstein's theory. 

The key issue in the initial value problem is to de
termine which variables may be specified freely on 
the initial hypersurface and which are to be thought 
of as constrained. Among the former, one expects 
some information depending merely on the choice of 
space-time coordinates and some corresponding to 
true gravitational degrees of freedom. A number of 
schemes have been proposed in order to settle this 
issue in a physically satisfying manner. Some of 
these approaches do not work directly with the can
onical momentum nab, notably the "thin sandwich" 
approach4 which introduces in place of nab other less 
phYSically meaningful variables. The sandwich prob
lem is not dealt with in the present paper. All 
approaches, however, do deal more or less directly 
with the metric Yab' This is natural because, if the 
initial surface is deSignated t :::: const, the only coef
fiCients of the space-time metric4 9-llv whose second 
time derivatives appear in Einstein's equations are 
those corresponding to the spacelike 3 -metric on the 
surface t:::: const. From this fact, plus the fact that 
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the three-dimensional coordinate system contains no 
physical information and may itself be changing ar
bitrarily in time, one concludes that the dynamical 
object in general relativity is three-dimensional spa
tial geometry. This 3 -geometry 3 g is described by 
an equivalence class of metrics with respect to dif
feo.morphisms D3: In other words, all metrics Yab 
WhICh transform mto each other by coordinate map
pings represent one and the same 3-geometry. In 
the following, by "metric" we refer to component 
functions Yab (x) representing the metric tensor field 
as displayed in a definite coordinate system' the term 
"3" ' -geometry refers to the entire D3 -equivalence 
class of Yab(x). Therefore, specification of the metric 
(i.e., 3 S plus a coordinate system) requires more 
information than speCification of a three-geometry 
alone. Superspace,5 the collection of all 3-geomet
ries, is a configuration space for Einstein's geometro
dynamics. It is therefore natural in treating the ini
tial value problem to assume that the three-geo
metry can be specified freely while the momentum 
can be constructed in accordance with the constraints. 
In the early sections of the following work, it is con
venient to adopt this point of view or the related one 
in which the 3-metric is arbitrarily specified. 

It has long been known that three of the four con
straints are intimately related to the group of all 
three-dimensional coordinate mappings D3 • 6 Because 
the constraints are covariant, it would not at first 
appear to be possible to use the coordinate group to 
effect a solution to these equations. Nevertheless, it 
turns out that there is procedure available for doing 
just this. In this paper, it is shown explicitly how a 
set of arbitrary functions can be mapped by a certain 
coordinate transformation onto local solutions of the 
initial value equations, with the metric completely 
fixed in advance. Further, an alternative interpreta
tion of this process is given which indicates that it 
can also be viewed as an explicit method of choosing 
coordinate conditions, for a fixed 3-geometry (not a 
fixed metriC), such that a given set of arbitrary func
tions will satisfy the constraints. On the other hand, 
in the last three sections we do not fully specify either 
the metric or the 3-geometry. Rather, we use the 
method of specifying the metric only up to a conformal 
factor. This useful mathematical technique is known 
from the work of Lichnerowicz7 and others,!'s How
ever, the compelling physical arguments for this 
approach were only recently demonstrated. 9 It was 
shown that conformal 3-geometry is characterized by 
a covariantly transverse and traceless tensor and that 
it therefore represents "pure spin-two" geometrody
namics. In addition, it was shown that the existence of 
this tensor is closely related to the fact that there is 
a group of scale transformations C, which include con
formal transformations of the metriC, that leave the 
unconstrained ini:.!ial data invariant. As a result, there 
are two groups, C and D3 , which are fundamental to 
the initial value problem. In this paper, it is shown 
that by the action of these "gaugelike" groups, cer
tain specified sets of arbitrary functions can be map
ped onto solutions of initial value equations. 

2. INITIAL VALUE PROBLEM IN CANONICAL 
VARIABLES 

In terms of the standard canonical variables, the con
straint equations for empty space-time have the form 3 

(1) 
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Here, Yab is the metric on a spacelike hypersurface 
R is its scalar cu~vature, Y its determinant, and q, , 
denotes the aSSOCIated covariant derivative. Geo
metrically, the initial value equations (1) and (2) are 
simply the Gauss-Codazzi equations10 for Ricci
flat space-timesll 4R v = 0, that is, necessary and 
sufficient conditions that a slice with metric y. and 

t · . I • ex rInSIC curvature 1Ta ) can be embedded in some 
space-time satisfying the Einstein field equations 
4R~v = O. 

One can regard the transversality conditions (1) and 
the Hamiltonian constraint (2) as four equations on 
the twelve functions Yab' 1Tab. However, four of these 
variables can be fixed in advance by chOOSing four 
space-time coordinate conditions, so the general 
solution should contain four essential arbitrary func
tions of three spatial coordinates. This familiar con
clusionl2 is just the expected one for a field with two 
degrees of freedom per space point, in accord with 
familiar result that there are two independent states 
of polarization for gravitational waves. 

Which variables should be regarded as unconstrained, 
and, therefore freely specifiable on the spacelike 
slice? Let us initially choose the metric Yab in ad
vance and construct the appropriate momenta 1Tab. 

One recognizes that three of the six Yab may be re
garded as containing only information about the three
dimensional coordinate system on the slice. The 
other three fix the intrinsic geometry 3 S, which speci
fies a pOint in superspace. In this approach one 
argues that there are four constraints on the six 11 ab , 

leaving two of them as essential arbitrary functions. 
There are also the three arbitrary functions specify
ing 3g, giving a total of five, which would appear to be 
one too many. The dynamically superfluous variable 
owes its presence to the circumstance that no condi
tion has been chosen regarding choice of "time", that 
is, the manner of Slicing up space-time. One often 
regards this extra variable corresponding to "time" 
as residing in the metric. For example, in Misner's 
Mixmaster Universe,13 the determinant of Yab (i.e., 
"volume" of the slice) plays the role of "time". How
ever, there has been no universally accepted method 
of extracting time directly from the 3-geometry. In 
fact, Kuchar14 has successfully applied an "extrinsic 
time" representation of gravitational dynamics, in 
which time is not regarded as reSiding in the intrin
sic 3-geometry, but is a momentum like variable in
stead. Another inconvenience of the above approach 
is that the Hamiltonian constraint (2) is quadratic 
algebraic in the momenta. As a consequence, it is 
not obvious how to single out momentum components 
or functions of these components to regard as de
pendent in the simultaneous solution of all four con
straints. Nevertheless, it is easy to show that with 
Yab fixed, there exist solutions of the initial value 
equations involving two arbitrary functions of three 
variables and three arbitrary functions of two vari
ables. The latter correspond, for example, to values 
of three of the 1T ab (for example, 1T13 , 1T23 , 1T33 ) on a 2-
surface (for example, x 3 = canst). These functions 
of only two variables are unimportant for the pur
poses of the present paper and will not be considered 
further. 
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3. MAPPING ONTO TRANSVERSE MOMENTA 

If we consider the metric Yab (x) to be fixed, then 
the momentum constraints are a system of three 
linear first-order partial differential equations 
for the nab: 

(3) 

where the Christoffel symbols are now treated as 
known functions of the coordinates. It is well known 
that there is an intimate connection between the mo
mentum constraints and the group of three-dimen
sional coordinate transformations with respect to 
which the standard canonical formalism is convari
ant. 6 For example, the expression15 

J (- 2t.u'7bnOb )d3 x 

generates spatial Lie derivatives along ~a of any 
function of the canonical variables with which its 
Poisson bracket is taken, provided the function is not 
explicitly coordinate dependent. 

A related approach,15 also well known, employs the 
Hamilton-Jacobi version of dynamiCS. In anblogy to 
the relation Pi = a5/2qi of classical mechanics, we 
put 

7T
ab = 55/5Yab 

where 5 is the Jacobi action, or Hamilton's prinCipal 
functional, and 5/5Yab denotes functional differentia
tion with respect to the metric. If 5 is any functional 
of Yab that does not depend explicitly on the choice of 
coordinates on the 3-space, then the conditions (1) 
are automatically satisfied. This conclusion follows 
in a manner exactly analogous to the way that the 
contracted Bianchi identities 4G~~v = 0 follow from 
the four-dimensional coordinate invariance of the 
full Einstein action principle of general relativity. In 
these well-known results, one recognizes a deep con
nection between the vanishing covariant divergence of 
a symmetric tensor and the coordinate invariance of 
an appropriate functional. This connection has another 
manifestation first exploited by Pereira,16 who was 
concerned not with the present problem but with the 
space-time equations [(- g)1/2 T~vL = 0 of Einstein's 
theory. Reasoning similar in part is applied below. 
However, the present application and the general in
terpretation of the process presented here are those 
of the present author. 
We are concerned with the construction of transverse 
momenta, specifically, with how they may be generat
ed by three-dimensional coordinate mappings. Let 
there be given a metric Yab (x) and an arbitrary set of 
functions 7fab (x). The metric is defined in one-coordi
nate system (x); whereas, the momentum 1iab (x) is de
fined in another set of coordinates (x). We are con
cerned with a mapping e : X--7 x defined by some 
functions x a = ea(x). The objective is to find the 
mapping e that transforms ii ab (x) onto solutionSlTab (x) 
of Eqs. (3). In the process, the transversality con
ditions are converted into a system of three second
order equations in three unknown functions ea (x). The 
metric Yab (x) is speCified in a given coordinate system 
(x). Define lia(x) == aiab/a,yb which are known func
tions. Then the transversality constraint in barred 
variables is equivalent to 

fb a c} 'ffbe + Jia (x) = 0, (4) 

where, according to the familiar rule of transforma
tion, 

{
--l { d } axa axe ax! axa a2xe 
b a cJ = e f axd - + - --axb axe axe axbaxe 

Making this substitution, multiplying by ax Y taxa, and 
summing on a lead to17 

as the equations governing ea(x). Were this only one 
equation for one function e, it would be classified18 

as "semilinear" because the second derivatives appear 
linearly with coefficients i be depending only on the 
x. Even in this case, however, the equation would not 
necessarily be of a definite type. In the case of space, 
as opposed to space-time, one would not expect there 
to be any preferred direction and, therefore, one 
might suspect the equation to be of elliptic type. Ellip
ticity would obtain provided iiabAaAb > 0 for all real 
Aa "" O. On the contrary, however, there is no reason 
to suppose the 1iab to form coefficients of a positive 
definite quadratic form. This is easily seen from the 
fact that traceless momenta exist and playa funda
mental role in the initial value problem (See sec. 6). 
The momentum tensor has no fixed Signature in 
general. Of course, Eqs, (5) form a nonlinear system 
of three equations for three unknown functions of a 
kind concerning which apparently no useful general 
results are know.1 8 Therefore, although in space we 
expect no preferred direction, we nevertheless single 
one out only in order to be able to apply the Cauchy
Kowalewski existence theorem .19 The equations can 
be partially summed and rearranged so as to have the 
form 

a~e7 = (iT33 )-lM)X' ea. aea) (6) 
(ax3 )2 \ ' 'ax b ' 

where the x3 direction is singled out only to show that 
the equations assume the "normal" form provided 
:;;33 "" O. Assuming analyticity and invoking the 
Cauchy-Kowalewski theorem,19 we see that in a suf
ficiently small domain including the surface x3 = 
const, the e7 exist and are unique up to functions of 
two variables (xl and x2 in the present case), that is, 
up to the values of e 7 and a e r /a;';3 on x3 = const, 
which values can be chosen arbitrarily. 

SUPPOSing that the functions x a = ea (x) are known, we 
use them to transform the functions iTab(x) as tensor 
densities of weight unity by the usual rule 

nab = [det(~)J ae
a ~ iTmn. ax d ax m axn 

The functions 71 0b (x) were constructed in such a way 
that they automatically satisfy the transversality re
quirement.20 

This result deserves a brief discussion because, at 
first sight, there might seem to be too much arbit
rariness in nab (X), which is seen to depend on six 
arbitrary functions of three variables 7i mn (x). How
ever, three of the six may be regarded as carrying 
information about a coordinate system, in this case, 
the coordinate system (x). Although in this procedure 
one regards the coordinates (x) as fixed, the auxiliary 
coordinates (x) are completely arbitrary and may 
therefore be transformed before the construction of 
a solution to (6) by means of any mapping A: X --7 ~. 
This means we start from nmn(x) instead of 7imn(x) in 
determining the solution to (6). However, this new 
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solution e: x ~ x is simply given by e = e oA -1, 
where 0 denotes the composition of mappings. The 
details of the proof will not be given as it follows 
readily from the tensor character of the transversal
ity conditions (1). It follows that all diffeomorphical
ly equivalent tensor densities 1i mn lead to the same 
7T ab (X). Hence the 7T ab (X) depend on only three essen
tial arbitrary functions of three variables, as expect
ed. It was suggested earlier (Sec. 1) that the trans
versality condition can be satisfied by choosing three
dimensional ~oordinate conditions. In the procedure 
presented here, however, no coordinate conditions 
are imposed. The 3-geometry and the coordinates (x) 
in which the metric is displayed are picked freely 
before transverse momenta are constructed. There 
are no a priori restrictions on the coordinates (x). 
Nevertheless, we now describe another interpretation 
of the coordinate mapping procedure which does show 
clearly the relation between the transversality con
ditions and coordinate conditions. 

In the mapping procedure, one can equally well con
sider the inverse mapping e-1: x ~ x and allow it to 
act on the metric while the momentum functions nab (x) 
are in the privileged position of being held fixed. Let 
us adopt this second viewpoint for the present. The 
mapping, taking Yab (x) to Yab (x), can in no way influence 
the intrinsiC 3-geometry itself. Therefore, given (i) 
any set of functions 1iab (x) and (ii) any 3-geometry 
(point in superspace), then there exists a metric Yab (x) 
describing the given 3-geometry such that ~b nab = O. 
Again, the reason that there are not actually six essen
tial arbitrary functions in the transverse momentum, 
is that all diffeomorphically equivalent sets of mo
mentum functions are physically and geometrically 
equivalent, as discussed earlier. 

Despite the seeming reciprocity in the treatment of 
Yoo and 7T ab afforded by the mapping method, there is 
still an inherent difference for the following reason. 
Given a metric in any coordinate system, the 3-geo
metry is determined. But given a tensor 7T ab in any 
coordinates, its relevant properties (e.g., divergence, 
trace) depend on knowing the metric in the same co
ordinate system. Unlike the metriC, the momentum is 
not sufficient unto itself to define its own invariant 
properties. 

We see that the method of constructing coordinate 
mappings as a way of treating the momentum con
straint has two interpretations, of which one lends it
self naturally to the view that the momentum con
straints can be satisfied, for a given 3-geometry, by 
imposing coordinate conditions. It has been shown 
that the appropriate coordinate systems are generat
ed by the mapping e that satisfies (6). The existence 
of e and its two interpretations give a further reflec
tion of well-known and deep connections which ex-
ist between the momentum constraints and the three
dimensional coordinate group. 

4. HAMILTONIAN CONSTRAINT 
Thus far, the Hamiltonian constraint JC = 0 has not 
been taken into account. If we regard the metric as 
given, then JC is quadratic algebraic in the momentum 
components, which prevents any neat method of solu
tion because it is coupled to the momentum problem. 
What one might desire, particularly on physical 
grounds, is to decouple the momentum and Hamiltonian 
constraints, but this cannot be achieved if one regards 
the initial intrinsic 3-geometry as completely fixed in 
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advance. However, the decoupling can be achieved in 
connection with a different choice of variables arbi
tarily specifiable on the initial surface. This treat
ment is dealt with in Sec. 6. For the rest of the pre
sent section, we continue to regard either the full 
metric or the intrinsic 3-geometry as fixed. 

To solve Eq. (2) Simultaneously with constructing the 
map e, such that E> will map the 1iab onto solutions of 
the complete initial value equations, it is necessary 
to choose another function to be unknown. In accord 
with our d~sire to ke~p the metric fixed, we choose 
one of the 7T ab, say 7Tll , to be dependent. First we write 
JC = 0 in terms of the functions 'Yn~ (x) and 1i OO (x), 
which are known except for ii11, and the unknown trans
formation coefficients a 8 T /ax a • Then we solve alge
braically for jj'll as a function of the quantities listed 
above. The algebra is unenlightening and a little 
messy, so we omit it here. The resulting expreSSion 
can then be substituted into Eq. (6). Observe that jj'll 
enters this expression only by means of jill and oiT11 / 

ox1• Therefore,no terms of the type 028 T /(ox3 )2 are 
introduced in eliminating 7Tll • Since the system re
tains the Cauchy normal form,19 solutions exist under 
the same_conditions as in the previous section, ex
cept that 7Tll is no longer arbitrary. Hence when 7T ab(x) 
is constructed by means of e, it will be a solution to 
all the constraints with Yab (x) fixed and will contain 
only two essential arbitrary functions of three vari
ables. 

As in the previous section, we may also consider 
that the momentum nab (x) is in the privileged posi
tion of being fixed in advance while the mapping acts 
on the metric Yab(X). Now, however, only five of the 
six 1iab are arbitrary, the other being the unknown 
function permitting an algebraic elimination of the 
Hamiltonian constraint. We conclude that given the 
momentum 1iab, of which functions five are arbitrary, 
and given any 3-geometry, there exists a metric 
!,epresentation...Yab(x) of the 3-geometry such that 
Vb jab = 0 and :Ie = O. 

Although the problem of interest here is the initial 
value problem for vacuum space-times, there is a 
simple extension of the above result for the case 
when sources are present. There, one may specify in 
addition to 'Yab (x) and five of the six nab also the cur
rent density sa(x) of the sources and their energy 
density E(X) as functions of the coordinates. The 
gravity initial value equations for this case, 

Vb 7T ab = - t sa, (7) 

(8) 

again can be converted and solved by the coordinate 
mapping method just as above. 21 

5. CONFORMAL MAPPINGS AND C-MAPPINGS 

The Hamiltonian constraint was accounted for by 
choosing one of the 1i ab to be dependent. This is a 
rather inelegant method, but we saw no other choice 
because of the requirement that the metric or the 
3-geometry be completely fixed in advance. However, 
we shall see below that a much better method is 
available if the transverse momenta constructed by 
the map E> are also traceless. In this case, we shall 
show that the Hamiltonian constraint can be de
coupled from the momentum constraints and can be 
accounted for by a method closely related to conform-
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al mapping of the metric. Although we have to aban
don the idea that the 3-geometry is completely fixed 
in advance, in return, we gain a more satisfying view 
of the initial value problem. 

A "TT" tensor is one that is traceless and has 
vanishing covariant divergence (transverse). Sup
pose that the momentum tensor density is transverse 
and traceless relative to a given metric Yab ' that is 
Tf ab = Tf~ ~. We wish to show that _there is a certain 
scale transformation denoted by C, which preserves 
the TT character of the momentum. Define the map
ping9 

C : Yab -7 Yab = ¢4Yab' 

Tf ab -7 1iab = ¢-41Tab, (9) 

where ¢(x) is an arbitrary function. The first half of 
the C transformation is merely a conformal transfor
mation of the metric. This leads to a transformation 
of the Christoffel symbols given by 

{b a c} -7 h a c1 = hac} 

+ 2¢-1(Obaac¢ + o~ab ¢ - Ybcyadad¢). 

Substituting this expression and the transformation 
rule for 1T ab into vb Tfab yields 

v rr ab = "'4~ 1iab 
b 'i-' b , 

if Tf ab is traceless. Therefore, the C-map hfls the 
fundamental property that if Tfab is TT with respect to 
Yab' then 1i ab will be TT with respect to Yab' Further, 
it follo~s that the action of C on the _we~ght % ~omen
tum22 1T ab = yl/3Tfab is the identity: C :11 00 -7 1Tab. Of 
course, the multiplicative factor yl/3 does not affect 
the TT property. Therefore, once Tf~ ~ has been con
structed by any means whatsoever for a given metric 
Yab' there is an infinite family of them generated by 
C corresponding to the conformally transformed 
metrics. This may be stated in another way. The 
construction of TT tensors depends only on the con
formal structure of the underlying space. The stated 
invariance of ;; ~ with respect to C decouples the 
momentum and Hamiltonian constraints, as we now 
show. 

For given Yab and 1T; ~, the Hamiltonian constraint will 
not in general be satisfied. However we can now use 
a C transformation to insure that the Hamiltonian 
constraint will hold in barred variables, while the TT 
property is still maintained, as we showed above. By 
using Eq. (9) and the well-known conformal trans
formation of scalar curvature, 

R = ¢-4R - 8¢-5'V2 ¢, 

we find that ¢ must satisfy the Lichnerowicz7 equa
tion 

v2 ¢ + i M¢-7 - iR¢ = O. (10) 

Here \72 == yab\a'Vb is the Laplacian associated with 
the given metriC 'Yab and 

_ -716 - a b - c d 
M = 'Y 'Yac'YbdTfTT TfTT • 

All the coefficients in this equation for ¢ are known, 
inasmuch as 'Yab is specified arbitrarily and 1T; ~ is 
assumed to be given. This equation is elliptic and in 
different but equivalent form was studied by Lichne
rowicz. 7 It will not in itself be subject to further 
inquiry here. The result we wish to stress at this 
point is that '1T; ~ may be regarded as completely un
constrained (independent of all four constraints) be
cause it is insensitive to the solution ¢ of (10). Thus, 

we regard the Hamiltonian constraint as determining 
the conformal factor of the metric, with iT;: unaffect
ed by this determination. The Hamiltonian constraint, 
as well as the momentum constraints, can thus be 
treated by mapping arbitrary functions onto solutions. 
The physical naturalness of this interpretation is 
discussed in the final section. 

6. TRANSVERSE TRACELESS MOMENTA 

The additional requirement that the momentum be 
traceless is often regarded as a condition on the 
choice of a timelike coordinate-that is, space-time 
is sliced in such a way that the spacelike hypersur
face with metric Yab is embedded "maximally". This 
means that the volume of any finite portion of the 3-
space is unchanged by infinitesimal deformations in 
the orthogonal (timelike) direction. To maintain the 
criterion of tracelessness for a finite time cannot al
ways be achieved as a time-coordinate condition on 
all compact 3-manifolds, as pOinted out by DeWitt.15 
On the other hand, Deser23 and others,24 have shown 
how to decompose symmetric tensors covariantly with 
respect to a given metric in such a way that their TT 
parts are obtained without the necessity of imposing 
sliCing conditions. The method of covariant decompo
sition is probably the most natural and powerful tool 
in the treatment of the momentum constraints; how
ever, this particular matter must be deferred at pre
sent. The objective of the present section is to show 
that the traceless requirement can be incorporated 
into the problem of finding the mapping e discussed 
earlier. 

We must now construct e subject to constraint Tf = 0, 
or 

Tf = Y, 1T ab = det - -- -- 1imn = 0 [ (
aec)] aea ae b 

ab aid axm axn ' (11) 

where the Jacobian of the mapping can be divided out 
since we assume it does not vanish. We may con
sider that Tf = 0 merely makes one of the six 1i ab de
pendent so that five of them remain arbitrary. In 
turn, this means that there will be only two essential 
arbitrary functions of three variables in the solution 
for e. Solving (11) for ill, for example, and substitut
ing into the basiC equation (5), we see that no terms 
of the type a2er j(ai3)2 are introduced. Therefore the 
character of the equations is unaffected and the 
Cauchy - Kowalewski theorem 19 applies as before, 
subject to the same reqUirements. Also as before, 
it is helpful to think of this new coordinate mapping 
e TT as acting on the metric with the 1iab remaining 
untransformed. Hence, for a given 3-geometry and a 
set of functions 1iab (x) ,of which all but one are arb
itrary, there exists a metric representation Y"b (x) of 
the given 3-geometry such that Yabiiab = 0 and 
Vb Tiab = O. 

7. THE INITIAL VALUE EQUATIONS AND GAUGE
LIKE TRANSFORMATIONS 

Once one has constructed Tf'; 4 by determi~ng the 
mapping e TT or by any other method, then Tf; ~ is 
immediately known. This object is C invariant and 
is therefore independent of the Hamiltonian con
straint. The latter determines ¢ and, hence, the C 
transformation which is needed to complete the solu
tion of the problem. Thus, the four unknowns deter
mined by the four constraint equations in this approach 
are three functions ea, which define a coordinate 
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transformation and one function cP, which defines a 
scaling transformation C. 

We see that in this approach the full 3-geometry is 
not arbitrarily specifiable in advance; only the (on
formally invariant part of 3-geometry has the status 
of being completely unconstrained. That this result 
is fundamental in the theory of gravitation has been 
shown recently9 to follow from conformally invariant 
representations of three-dimensional geometry. 
What we may call the three-dimensional conformal 
curvature tensor25 is defined by26 

(12) 

where (efa is the completely antisymmetric unit 
tensor with E 123 = + 1 and R mf is the Ricci tensor. 
This object has quite remarkable properties which 
can be summarized in a theorem. 

Theorem: For every spacelike 3-geometry, 
there exists a tensor density iJab of weight 5/3 de
fined by (12), which is (i) symmetric, (ii) trace-free, 
(iii) conformally invariant, (iv) covariantly trans
verse, and (v) vanishes if and only if the 3-space is 
conformally flat. 

That iJab is purely intrinsic to 3-geometry and is 
conformally invariant, and therefore C-invariant, 
show that it is unconstrained by the initial value 
equations. Its further properties, notably that it is 
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identically transverse and traceless, show that it 
gives the general "pure spin-two" representation of 
3-geometry. These properties lead one to identi-
fy the three-dimensional conformal curvature tensor 
iJab with gravitational radiation.27 Characterizing 
gravitational radiation by means of iJab and ff~ 4 en
ables the recognition that the C-transformations for 
arbitrary cP are "gaugelike" in that they leave the 
radiation field invariant. Unlike the case in electro
dynamics, however, this gauge function is not arbi
trary in terms of the complete initial value problem, 
which does not deal solely with purely transverse 
fields. On the contrary, this factor is determined by 
the Hamiltonian constraint, which thus may be thought 
of as playing the role of a built-in "gauge" condition. 

In conclusion, we see that general unconstrained ini
tial data, Le., the gravitational degrees of freedom, 
are represented by a pair of transverse, traceless 
tensors iJab and ii/H. Each of these objects provides 
an irreducible representation of both the coordinate 
group ~3 and the group of scale transformations de
fined by C. It has been shown that elements of these 
groups can be used in mapping from sets of arbitrary 
functions to solutions of the initial value equations. 
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An operator form is developed to treat the Gel'fand-Naimark z basis for the homogeneous Lorentz group. It 
is shown that the operator Z with eigenvalues z is a definite operator-valued function of the generators of 
SL (2, C). A unified formulation of the unitary representations of the Lorentz group is obtained in a Hilbert 
space endowed with an affine metric operator G whose functional dependence on the generators is derived ex
plicitly. The Dirac bra-ket formalism is extended by making a distinction between covariant and contravariant 
state vectors. The matrix elements of G are shown to coincide with the intertwining operator of Gel'fand and 
co-workers. The principal series, the supplementary series, and the two kinds of integer point representations 
are unified by means of a single scalar product involving the metric operator, 

1. INTRODUCTION A general vector If) is regarded as a wave packet 

The unitary representations of the homogeneous 
Lorentz group have been obtained and classified by 
Bargmann1 and Gel'fand and Naimark2 who used dif
ferent methods. The discussion of representations at 
integer pOints is due to Gel'fand and Vilenkin and is 
treated in the book on Generalized Functions of Gel'
fand, Graev, and Vilenkin. 3 For extensive reviews of 
the representations of the Lorentz group, the reader 
is referred to Ref. 3 and the books by Gel'fand, Min
los, and Shapiro,4 Naimark,5 and Ruhl. 6 

Physicists who, until recently, were content to use the 
finite dimensional nonunitary representations of 
SL(2,C) in connection with covariant fields, are now 
motivated to familiarize themselves with the general 
representation theory in the light of several new 
developments in particle physics. One is the har
monic analysis of scattering amplitudes with respect 
toSL(2,C) started by Toller. 7 Another approach, 
initiated by Nambu,8 is the use of infinite component 
fields to represent an infinite family of particles sug
gested by the Regge classification of hadrons. A 
third reason is the formal Similarity between 
SL (2. C) and the internal invariance group for dual 
amplitudes, as first noticed by Domokos et al. 9 The 
Gel'fand-Naimark basis is particularly useful for 
the study of dual amplitudes in the Koba-Nielsen 
form 9-11 and the integer point representations of 
SL(2,C) play an important role. 

In view of such conSiderations, it might be useful to 
develop a compact operator formulation, in accor
dance with the quantum mechanical treatment of 
groups of physical relevance to reformulate the 
Gel'fand-Naimark theory of the representations of 
SL(2, C) which was originally formulated with the 
method of homogeneous functions. 

Our method can be outlined as follows. We start with 
the Lie algebra of the abstract operators that repre
sent the infinitesimal generators of the Lorentz 
group. We then construct two functions of the 
generators which, together with the Casimir opera
tors, form a maximal set of commuting operators. 
The simultaneous eigenstates of this set define a 
certain vector space. The z basis is labeled by the 
Hermitian and anti-Hermitian parts of an operator 
valued function 

(1. 1) 

which becomes a rational function of the generators 
within an irreducible representation. Thus it belongs 
to an operator space which constitutes a generaliza
tion of the enveloping algebra of the elements J/lV of 
the Lie algebra. The eigenstates, labeled by the 
eigenvalue z of Z, form basis vectors in this space. 
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with components fez) in this vector space. Now the 
operator Z has been chosen in such a way that 

U-1(A)ZU(A) = (aZ + b)/(cZ + d), 
where 

A = (: :) E SL(2, C). 

(1.2) 

(1. 3) 

We also introduce an operator Z such that its eigen
value z* transforms with the complex conjugate 
SL(2,C) matrixA*. We show that 

Z = GZtG-1 ,,= zt, (1. 4) 

hence the simultaneous eigenstates of Z and Z ~re 
different from the simultaneous eigenstates of Z t and 
zt. Thus we are led to introduce two kinds of basis 
vectors which we call covariant and contravariant. 
They are related by the operator G which is also a 
definite operator-valued function of the generators. 
Then G plays the role of the metric in an infinite di
mensional affine vector space. With its matrix ele
ments which coincide with Gel'fand's intertwining 
operator, 3 we can transform the covariant compo
nents f(z) of a vector into its contravariant compo
nents](z). 

This is a new situation in physics. The metric in 
Hilbert space is usually taken to be Euclidean. Al
though spaces with indefinite metric have been con
sidered in quantum field theory, the representation 
theory of SL(2, C) yields naturally a Hilbert space 
endowed with a metric G. We are then led to genera
lize Dirac's bra and ket formalism in quantum 
mechanics and distinguish covariant and contra
variant bras and kets. Just as in ordinary affine 
space, the scalar product of two vectors can be writ
ten in terms of their covariant components and the 
elements of the metric tensor. Hence the scalar pro
duct of two vectors If) and (gl involves, besides their 
covariant components f(z) and g(z '), also the matrix 
elements of the metric operator G. The form of these 
matrix elements depends on the particular class of 
unitary representations considered. Thus, from the 
general form of G associated with the representation 
(j1,j2) which we show to be 

G = 11-P(II-p)t 
with 

p = j1 + j~ + 1 
and 

11 = J 2 3 + J 1 4 + i (J 3 1 + J 2 4) , 

(1.5) 

(1.6) 

(1.7) 

we derive the various forms of the scalar product 
for the principal series, the supplementary series, 
and the two kinds of integer point representations 
from a single formula. Although partial unifications 
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of the different scalar products without the benefit of 
the operator formalism can be found in Refs. 3-10, we 
believe this is the first unified treatment of all the 
unitary representations of SL (2, C). 

The affine Hilbert spaces and the operator method 
introduced in this paper may find applications in the 
representation theory of other noncompact groups 
relevant to physics such as the de Sitter groups or the 
conformal group. 

2. THE Z BASIS OF SL(2, C) 

The generators of the infinitesimal transformations 
of SL(2, C) are JIlV = - JUil with the commutation rela
tions 

[JKA,JIlV] = i(OKIlJAV + 0AUJK/l- 0l(vJAIl - OAIlJl(u)' (2.1) 

where the greek indices run from 1 to 4. 

Define the rotation operators Jk and the boost opera
tors Kn through the equations 

(2.2) 

where the latin indices take the values 1,2,3. The 
commutation relations take the familiar form 

[Jk,Jl] = i€klmJm' 

[Kk,Kl] = - i€klmlm' 

[Jk ,K l] = i€klmK.n· 

(2.3a) 

(2.3b) 

(2.3c) 

We shall also use the self-dual and anti-self-dual 
combinations 

(2.4) 

(2.5) 

and define the left- and right-handed vector opera
tors 

In vector notation, we have 

with commutators 

[X;; ,X!] = 0, 

[Xt,Xl] = i€kl,)(;;' 

(2.7) 

(2.8a) 

(2.8b) 

(2.8c) 

The two Casimir operators that commute with J~IJ 
are -

1 - . 
F 2 = "iJIlUJIlU = iJ'K = XL'XL - XR'XW (2.9b) 

Under a parity transformation 

Is: J ~ J, K ~ - K, (2.10a) 
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we have 

(2.10b) 

so that F 1 is a Lorentz scalar and F 2 a Lorentz 
pseudoscalar. Instead of these parity eigenstates we 
shall often use the alternative Casimir operators 

C 1 =~(F1 +F2) =XL'XL, 

C2 =~(F1-F2) =XR'XR, (2. 11) 

which are transformed into each other under parity. 

The irreducible representations are labeled by the 
eigenvalues of C 1 and C 2 which define the numbers 
(in general complex) j 1 and h through the equations 

(2.12) 

The bases usually employed are 

(1) The covariant (m 1 ,m 2 ) basis defined by the 
simultaneous eigenstates of the four commuting opera
tors C l' C 2'X f, and X~, with m 1 and m'2 being the 
eigenvalues of the last two operators; 

(2) The canonical (j, m) basis defined by the simul
taneous eigenstates of the four commuting operators 
C 1 ,C 2 (orF 1 ,- iF2),J'J with eigenvaluesj(j + 1) 
and J 3 with eigenvalues m. 

We now introduce the Gel'fand-Naimark z basis as 
the simultaneous eigenstates of C l' C 2' and Z, where 
Z = Z(C 1 ,C 2 ,Xt) is a certain non-Hermitian opera
tor that is a rational function of J/lv' This operator 
should satisfy the following conditions. 

(i) In order to have four commuting operators 
C l' C 2' and the Hermitian and anti-Hermitian parts 
of Z, we must have 

or 
[z+zr,z-zr]=o 

[z,zr] = O. 
(2.13) 

(ii) Let z be the eigenvalue of Z. fu order for z to 
transform as 

z' = Az = az + b 
ez + d 

(2.14) 

under an SL (2, C) transformation with elements 

ad - be = 1, 
(2.15) 

we must have Z transforming as the ratio of two 
operators -.v 1 and -.v 2 that, under SL (2, C), transform 
like the components of a spinor. 

We may define -.v 1 and.1J! 2 as functions of JjlV if IJ! with 
components IJ! 1 and -.v 2 satisfies the equation 

(u,xJIJ!=n-.v, IJ!=(::), (2.16) 

where OJ are the 2 x 2 Pauli matrices. fu other 
words, we define IJ! as one of the eigenspinors of the 
2 x 2 matrix of generators and n as the eigenvalue 
operator associated with -.v. The invariant n is a 
function of C l[Eq. (2.19)]. Using 

(2.17) 
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which is equivalent to (18. b), we obtain 

(U·X.J21{1 = (XL'XL - u·X.JI{I. 

or, with the help of the definition (2. 11) , 

Hence we find for U two operator solutions 

or 
U = U 1 == - i + (C 1 + t)1/2 

U::::Oi=-i-(C 1 + {-)1/2, 

which satisfy 

(2.18) 

(2. 19a) 

(2. 19b) 

and 
U 1 + U i = - 1 (2. 20a) 

- U10i = C1 = U1(01 + 1) = 0l(Ui + 1). (2.20b) 

In the following we shall call I{I the spin or operator 
associated with U1 • Thus we have the homogeneous 
operator-matrix equation 

(2.21) 

The compatibility of the two linear equations is as
sured by the relations (2.11) and (2. 20b). We now 
define the operator Z by 

Z = I{Il1{l2-1 = (01 -X!)-l(Xf- iX~) 

= (Xf + iX~)-1(U1 + X!). 
(2.22) 

Now, consider a finite Lorentz transformation with 
rotation parameters w and boost parameters II. Let 

U = U(A) = e i.J. w +iK.1I = e ia,xL • ia*XR, 
where 

a =W iv. a* =w +iv. 

We find 

(2. 23a) 

(2. 23b) 

U-1U'XLU == e(iai2).auoX LeH /2)Q.a == AU'XLA -1, 
(2.24) 

where A is defined by (2.15). This relation can 
easily be verified for infinitesimal a. Similarly, we 
find 

U-1U'XRU == eCil2)o.a*uoXlf(-t/2)o.a* = Au ° XRA -1, 

where (2.25) 

Ii.. =u2A*a2 = ( d* -C*) . (2.26) 
- b* a* 

The 2 x 2 matrix operator that transforms with 11.* 
is then - u* ·XR • since we have 

U-1(- 0* oXR)U = U-1ap 'XRO" 2U := 0" 2Ao'XRA -10"2 

= 11.*(- 0* °XR)A *-1 (2. 27a) 
with 

(
a* b*). 11.* = 
c* d* 

(2. 27b) 

Let 
(2.28) 

As before we have 

where 02 and U2 are defined as the roots 

02 = - i + (C 2 + {- )1/2. 

U2 =-U2 -1 ==-~- (C 2 + {-)1/2. 

il> satisfies the homogeneous equation 

(2.30) 

(2.31) 

which is the right-handed analog of (2.21). We now 
define a non- Hermitian operator Z by 

Z == il>1il>21 == (- U2 - Xg)-l(X~ + iX~) 
= (Xf - iX~)-1(- U2 + xg). (2.32) 

To find the transformation law for Z and Z, we must 
first obtain the transformation law for I{I and il>. To 
do so we apply U-1 and U to both sides of Eqs. (2.16) 
and (2.28): 

U-1(A)uoXLU(A)U-l(A)>ltU(A) = U1 U-1(A)1{IU(A), 

U-l(A)O*'XRU(A)U-l(A)il>U(A) = - U2U-1(A)il>U(A), 

where we have commuted U(A) with U 1 2 since they 
are functions of the Casimir operators: 

Using Eqs. (2.24) and (2. 27a) , we can write 

ooXL[A-IU-1(A)I{IU(A)] == U1[A-IU-l(A)I{IU(A)], 

a* oXR[A -1*U-1(A)il>U(A)] == - U2 [A -1*U-1(A)il>U(A)]. 

Therefore, comparing to (2.16) and (2.28), we must 
have 

A-1U-1(A)I{IU(A) == AII{I, 

A-I*U-1(A)il>U{A) == A2il>, 

where Al and A2 are c-numbers. Thus, we obtain 

U-1(A)I{IU(A) = AIAI{I, 

U-I(A)il>U(A) = A2A*il>. 
(2.33) 

From the expressions (2.15) and (2. 27b) for A and 
11.*, respectively, and the definitions (2.22) and (2.32), 
it follows that Z and Z obey the transformation laws 

T(A)Z E U-IZU = (aZ + b)/(cZ + d), (2. 34a) 

T(A)Z == U-1ZU = (a*Z + b*)/(c*Z + d*). (2. 34b) 

Furthermore, the commutation relations (2. Sa) imply 

[Z,Z] = O. (2.35) 

We note that Z and Z are not independent if we use 
the parity operators Is of Eq. (2. lOa) such that 

From (2.22) and (2.32) we find the relation 

- (Z)-I = IsZI"SI. 

(2.36) 

(2.37) 
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The z basis is now defi~d by the simultaneous eigen
states of C l' C 2, Z, and Z. Let z represent the eigen
value of Z on these states. Then the state I z) will 
transform to 

Iz) --f ulz) = '\(A,z) I (az + b)/(cz + d», (2.38) 

where ,\(A,z) is a certain multiplier to be deter
mined later. In order for the eigenvalue ~ of Z to 
transform as 

~ --f (a*~ + b*)/(c*~ + d*), 

we must have ~ = z*. Thus, we define the states 
Ijl'jz;Z,z*) by 

nl lj1,j2;Z,Z*) =j l l}loJz;Z,z*), 

n2 Ijl'jz;z,z*) =jz lJl,jz;z,z*), 

Zljl,j2;z,Z*) =zljl,j2;z,z*), 

Zljl ,j2; z, z*) = z* Ijl ,jz;z, z*). 

(2. 39a) 

(2. 39b) 

(2. 39c) 

(2. 39d) 

Within a given representation (j 1 ,jz) using the com
mutation relations, we obtain the expressions 

Z = (jl -Xf)-l(Xf- iX~) 

= (Xf- iX~)(jl + 1-Xf)-1 

= (Xf + iX~)-l(j 1 +X~) 

= (j 1 + 1 + X f)(X f + iX~) -1, 

Z = (- j2 - X~)-l(Xf + iX~) 
= (Xf + iX~)(- j2 - 1 - X~)-l 

= (Xf - iX~)-l(- j2 + X§) 

= (- jz - 1 + X~)(Xf - iX~)-l. 

3. UNITARY REPRESENTATIONS 

(2.40a) 

(2.40b) 

In this paper we shall be concerned with unitary 
representations so that U(A) of Eq. (2. 23a) is unitary. 
Thus J and K are Hermitian 

J = Jr, K = Kt 
and 

(3. 1) 

(3.2) 

Thus, for the eigenvalues of eland C 2 we have the 
relation 

or 
n(jt + 1) = j 2 U2 + 1) 

Jz =-~ ± (ji +~). 

We define X as 

and introduce j 0' k by 

(3.3a) 

(3.3b) 

(3.4) 

2jl + 1 =jo + k, 2J2 + 1 = - jo + k, (3.5) 

so that the Casimir operators F 1 and F 2 of Eqs. (2.9) 
have the eigenvalues 
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F 1 = ~(JoJ - KoK) = ~(j5 + k 2 - 1), (3.6a) 

F2 = iJoK = (jl + j2 + l)(jl - j2) =jok. (3.6b) 

Since F 1 and - iF 2 are Hermitian for unitary repre
sentations and, as we shall see below ,j 0 is a real 
integer or half-integer, we have the well-known two 
cases for k = p + ia: 

(1) The prinCipal series for which 

P =j1 + j~ + 1 =jt + jz + 1 = 0, k = - k*; 
(3.7) 

(2) The supplementary series and integer points for 
which 

jO+ia=j1-j~=0, k=k*. (3.8a) 

Equation (3. 8a) together with j 0 = real imply 

it =jt =j2 =j;. (3.8b) 

These two cases come from 

pU o + ia) = 0, 

which is equivalent to (3. 3a) . 

From the expressions (2.40) we obtain 

Z = (j1 -X3 )-lX_ = (jl + 1 +X3)X:;:1, (3.9) 

Z = (- j2 -X1)-1(X_)t = (- j2 - 1 +Xp(X:;:l)t, 
(3.10) 

where 

X± =X1 ± iX2 , (X)r =Xi 'f iXJ. (3. 11) 

We shall now derive a relation between Z and Z t. We 
have, from Eq. (2. 40a) , 

Zr = (j* + l_Xt)-l(X_P = (jt +Xt)(X:;:1)t. 
1 3 3 (3.12) 

Zr satisfies the relation 

[Z, zt] = 0, (3. 13) 

which allows its Hermitian and anti-Hermitian parts 
to be diagonalized simultaneously. We note the im
portant commutation relation 

[Z,rr] = 1, rr =X+ 

[zr,rrr] =:; - 1. 

The easily proved lemma, 

(3. 14a) 

(3. 14b) 

[(rrnp, zr] =:; [(Xi - iX1) n, zr] = n(Xi - iXJ)n- 1, 

(3. 15) 

leads to 

j(rrr)zr = Zrj(fp) + f'(IIt) , (3.16) 

wherej' is the derivative of the functionj with re
spect to its argument. Taking 

(3.17) 

where p is defined by (3.7), we obtain from (3.16) 
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the relation 

(3.18) 

On the other hand, by virtue of 

(3.19) 

we also have 

[IIP,Zt] = 0, (3.20) 

so that we can write 

z = GZtG-l = zt - p(Xi - iXJ)-l, (3.21) 

where 

G = Gt = (IItj-PWP = (IItII)-P 

= (XI - iX!)-P(X 1 + iX 2)-P . (3.22) 

From (3.21) it follows that Z satisfies the commuta
tion relation 

[Z,IIt] =- 1. 

Finally we note the relations 

zt = G-lZG = Z - p(Xl + iX2)-l, 

[Zt,II]=1, 

[Zt,zt] = 0, [II,rrt] = 0, 

(3.23) 

(3.24) 

(3. 25) 

(3.26) 

which show that both Z and Zr are canonical conjugate 
to rr, while Z and Z r are canonical conjugate to n r . 

The operator G collapses to the unit operator in the 
case of the principal series for which we get 

z = Zr when p = O. (3.27) 

As we shall see later, in general, G plays the role 
of a metric operator in Hilbert space. 

The generators X and xt can now be expressed by 
means of II, rr r and their canonical conjugates. The 
result is 

Xl + iX2 = rr, 

X 3 =-jl+rrz, 

(3. 28a) 

(3. 28b) 

(3. 28c) 

The first equation is the definition of rr, while the 
second follows from 

(3.29) 

which is one of the forms of Z in (2. 40a). Equation 
(3. 28c) follows from (3.9) after replacing X3 by its 
value given by Eq. (3, 28b). 

Similarly, from the expressions of Z we find 

xt - iXt = rr t 
1 2 ' 

X~ =j2 + rrtz, 

(3.30a) 

(3.30b) 

xt + iXt = - 21 Z - rr tZ2 1 2 u 2 • (3.30c) 

The generators X and Xr can also be expressed by 
means of zt and zt. Equation (3.21) yields 

z=zt-prr t - l 

and 
Z = zr + prr-l, 

while from Eq. (3.25) we get 

rrzrrr- l = zt - rr-l. 

USing these results and (3. 3a), we find 

X 3 = j ~ + 1 + rrz t , 

Xl - iX2 = - 2(j~ + 1)Zt - rr(zt)2, 

X~ = - (ji + 1) + rrrz t , 

XI + iXJ = 2(ji + 1)Zt - rr t z t2 . 

(3. 31a) 

(3. 31b) 

(3.32) 

(3. 33a) 

(3. 33b) 

(3. 34a) 

(3. 34b) 

Using the commutation relations (3.14),(3.23),and 
(3. 24) we can now derive the Lie algebra (2. 8) and 
the relations (2.12) from either set (3.28), (3. 30) or 
(3.33), (3. 34) together with (3. 28a) and (3. 30a). Thus 
we have obtained a unitary representation ---.9f the 
Lorentz group in terms of (rr, Z) and (rr t ,Z) or 
(rr , Z t) and (II t, Z t). 

Note that from (3. 28b) and (3. 30b) we have 

J3=X3+X~=-(jl-h)+rrz+rrtz. (3.35) 

Introduce the operators 

A = (1/12)(Z + rr t), .if = (1/12)(Z + 11), 
(3. 36a) 

B = (1/12)(Z - rr), B = (1/5)(Z - rrt), 

which obey the commutation relations 

[A,:B] = 0, [A,:B] = 0, [.::i,B] = 0, 

[A,A] = 1, [B,:B] = 1, 

(3. 36b) 

[A,:B] = 0, 
(3. 37a) 

(3. 37b) 

typical of harmonic oscillator creation and annihi
lation operators. We can then recast (3.35) in the 
form 

(3.38) 

Since AA and BB must have integer values and J 3 

has integer or half- integer eigenvalues m, it follows 
that j 0 = j 1 - j 2 is real and allowed to take integer 
or half-integer values. 

4. DEFINITION AND TRANSFORMATION PROPER
TIES OF COVARIANT AND CONTRAVARIANT 
KETVECTORS 

The states lj l,h;z, z*)_which are common eigen
states of C l' C 2' Z, and Z will be called covariant 
kets and will be denoted by the more concise notation 

Ij1'j2;Z,Z*) = /z)' (4.1) 

where we can omit (jl,h) if we always work within 
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an irreducible representation of SL(2,C). This nota
tion is in analogy to the vector notation in a finite 
dimensional complex space where the basis vectors 
are chosen to be en' with the correspondence 

(4.2) 

In the finite case, n is discrete and varies from 1 to 
N, while in our case the label z varies continuously 
in the complex plane. We have 

nll
z

) ={-~+(Cl +t)1/2}lz) =jllz)' 

n2lz) ={-~ + (C 2 +t)1/2}lz) =j2 Iz)' 

z I z) = z I J, z I z) = z* I z) . 

(4.3a) 

(4.3b) 

(4.3c) 

We now introduce the contravariant basis ket vectors 
as common eigenstates of C 1 , C 2' Z 1" , and Z t and 
denote them by an upper z label: 

nrlZ) =ji\Z), n~IZ) =j~\Z), (4.4a) 

ztl
Z

) =zIZ), ztlZ) =z*IZ). (4.4b) 

Because of the relations (3.21) and (3.24), Eq. (4. 3c) 
can be rewritten as 

Z t C-I I ) = Z * C-l I ). 
Z Z (4.5) 

This shows that with a suitable normalization we can 
write 

(4.6) 

In case the basis vectors ell are not orthogonal, we 
must distinguish between the contravariant basis 
vectors en and the covariant basis vectors en in the 
finite dimensional case. They are related by 

em = ellgnm , emg".n = en 
with 

(4.7) 

(4. B) 

in complete analogy with (4.6) if g".n is a Hermitian 
metric tensor in N-dimensional complex space. 

Let us now apply the unitary operator 

(4.9) 

on the covariant or contravariant ket vectors. [The 
complex parameters a are given by (2. 23b) J. The 
infiniteSimal transformation has the form 

U(A) R> 1 + ia·X + ia* ·xt (4.10) 

with X and xt given by (3. 2B), (3. 30) or (3. 33), and 
(3.34). From the commutati(;>n relations (3.14), (3. 23), 
and (3. 25) and from the properties of kets as spelled 
out by (4.3) and (4.4),we find 
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where we have commuted the C-number Z with the 
operator II. Since II is the canonical conjugate of Z, 
it acts on the states as 

(4.12) 

just as the momentum in quantum mechanics. 

Indeed, since a /OZ is a C-number, it commutes with 
the operator Z and we can write 

(4.13) 

so that (4. 11) is satisfied. In the same way 

[2, II t] I Z) 
give~ 

(4.14) 

Finally, from 

(4.15) 

we obtain 

Therefore the rule is to replace II by' a/a Z and II t by 
- a /oz* on any ket vector, while (Z, Z) give (z, z*) on 
a covariant ket and (zt, zt) give (z, z*) on a contra
variant keto 

Applying the rules, we can replace X and xt by dif
ferential operators when they are applied on kets. 
The resulting expressions are found to be 

(Xl + iX2) Iz) = o~ Iz) , (4. 17a) 

X31z) =(-jl +zooz) Iz)' (4. 17b) 

(Xl - iX2) Iz) = (2jl Z - z2 '}z) Iz) , (4. 17c) 

(XI - iX~) Iz) = - o!* Iz) , (4. 17d) 

xt I ) -' 0 - z* _a ) I ) 
3 z - 2 az* z' (4. 17e) 

(Xt + iXt) I ) = (- 2hz* + z*2 a!*) 
Iz) (4. 17f) 

1 2 Z 
and 

(Xl + iX2) I Z) = a~ I Z) , (4. 18a) 

X3IZ) = (j~ + 1 + z o~) IZ), (4. 18b) 

(Xl - iX2 ) IZ) = ~- 2(j~ + l)z - z2a~f IZ), 
(4.1Bc) 

(XI - iX~) I Z) = - a~* I Z) , (4.1Bd) 

x~IZ) = (-ji-1-Z*a~*) IZ), (4. 18e) 
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(XI + iXJ) /Z) = 12{jt + l)z* + z*2 a~*f I Z) . 
(4. 18f) 

From the formulas we derive the transformation law 
of kets for infinitesimal Lorentz transformations in 
the form 

(1 + iaoX + ia*Xt) I ) = A(a,z,z*) / ), 
Z ,z* z' ,Z'* 

where (4.19) 

X(a,z,z*) = 1 + ia 3h + (a 2 - i(1)j1z - ia~j2 

+ (a~ + iat)j2z*, (4.20) 

z' = Z - ia 3z - ~(a2 + i( 1) - ~(a2 - i( 1)z2, (4.21) 

z'* = z* + ia~z* - ~(a~ - iaIl- ~(a~ + iaIlz*2 • 
(4.22) 

Because a and a * are infinitesimal, we can rewrite 
these expressions as 

A(a,Z,z*) = (cz +d)2h(c*z* +d*)2jz, (4.23) 

, az + b 
Z = Az = cz + d' 

with 

,* A* * a*z* + b* 
Z = Z = c*z* + d* , 

(4.24) 

(
a b) 1 A = = 1- "2(1"a 

c d (1 _ ~ia 
- 1. 1 

- "2 W l + "2 a 2 

Hence, the infinitesimal transformation (4.19) can be 
integrated to give 

U(A) I z) = (cz + d)2h(c*z* + d*)2iz /AZ) , (4.26) 

where U(A) is given by (4.9) and Az by 

A az+b (a b) z = cz + d with c d = e- i (a.a)/2= e-i[a.<w(~~)~;). 

Thus we have derived an analog of the Gel'fand
Naimark transformation law on covariant basis ket 
vectors. The transformation law has the form anti
cipated in Eq. (2.38) with the multiplier 

X(A,z) = (cz + d)2h(c*z* + d*)2jz. (4.28) 

In a similar way, using the set (4.18) we find 

U(A) /Z) = (cz +d>-2j~-2(c*z* +d*)-2 ji-2/
AZ

). 

(4.29) 
We note that going from covariant to contravariant 
kets only results in a change for the multiplier in the 
transformation law. The necessary substitution 

jl-)-j~-l, jz-)-ji- 1 (4.30) 

is consistent with the unitary relation (3.3a). There
fore the metric operator G which relates the two 
transformation laws can also be interpreted as an 
"intertwining operator" in Gel'fand's language. 3 

5. THE BASIS BRA VECTORS AND SCALAR PRO
DUCTS OF GENERAL VECTORS 

In the finite complex space, the contravariant basis 
vectors em are said to be orthogonal to the covariant 

basis vectors en if we have 

(5.1) 

because of the Hermitian form of the scalar product. 
Using the metric tensor and (4.7) we can write 

Because of the hermiticity of the metric tensor 

we find 

Similarly 

and 
(em,e n) = (ekgkm)*oelgln = O{gtrr/51n 

= gt,."gkn = gmkgkn = o~, 

where we have used (5.2) and (4.8). 

In a generalized Dirac notation, we can write 

Denoting scalar products by the notation 

e:oe = ( / ), 
m n rn 

we find 

and 

(5.2) 

(5.3) 

(5.4) 

(5.5) 

(5.7) 

(5.8) 

(5.9) 

Following Dirac, we also represent dyadics by kets 
followed by bras, so that, for example, 

(5.10) 

If we only apply the dyadic e me * m on en' we have 

(5.11) 

so that the dyadic eme* m is equivalent to the unit 
matrix. In modified Dirac notation, we write 

(5.12) 

I denoting the identity operation. This is the com
pleteness relation. 

In the same spirit we introduce contravariant bra 
basiS vectors in the vector space in which U(A) 
operates, through the orthogonality relation 

( Z/ ) =o(2)(z-z'). 
z' 

(5.13) 
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z = x + iy, z' = x' + iy', 

the Dirac delta function in (5.13) is defined by 

o(2)(z - z') = o(x -x')o(y -y'). (5.14) 

The relation (5.13) is consistent with the contra
variant bra vectors being simultaneous eigenstates 
of Z and Z with respective eigenvalues z and z*. 
Indeed we have 

but also 

so that we find 

(5.15) 

Hence the scalar product (5.13) must vanish for 
z '" z' , and a delta function normalization is possible. 

The generalization of the completeness relation reads 

The covariant bra vectors are now defined by 

(5.17) 

and they are simultaneous eigenstates of zt and zt: 

(5.18) 

with the properties 

C IZ') = o(2)(z - z'), =1. 
(5.19) 

In analogy to (5.9) we also have 

(5.20) 

where the function C(z, z ') represents the covariant 
components of the metric operator, which will be 
given explicitly in Sec. 7. Its contravariant compo
nents are represented by the function 

(5.21) 

corresponding to the matrix elements of the inverse 
metric tensor. 

A general ket is represented by the vector 

(5.22) 

in analogy with 

I v) = v:en = v*n en = v: In) = v*n I J ' (5.23) 
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in the N-dimensional complex space. Then we may 
regard the functions g* (z) and g* (z) as, respectively, 
the covariant and contravariant "components" of the 
vector Ig). 

A general bra win have the expansion 

(jl = I d 2z (Z I fez) = I d 2z (J f(z) , 

corresponding to the finite form 

(ul = lu)t = e*n u = e*un . n n 

(5.24) 

(5.25) 

We can also write, inserting a complete set of states 
through Eq. (5.16) and using (5.21), 

(II = If d2zd2~ C I~) (~j;(Z) 

= II d2zd2~ (~I f(z)G(z, 0 (5.26) 

so that the contravariant components of if) are re
lated to its covariant components by the relation 

(5.27) 

through the inverse metric tensor. 

We define the product (I Ig) which will be shown to be 
a Hermitian scalar product in Sec. 6: 

(fIg) = II d2zd2~ ( ll<z)g*(O I~) = I d 2zj(z)g*(z) , 
z (5.28) 

where we have used (5.19). In terms of covariant 
components only, we have 

(5.29) 

corresponding to the finite expression 

(5.30) 

Working only with the components of vectors has the 
meaning of the realization of the group transforma
tions in a Hilbert space of functions. The norm of 
If) is defined by 

111112 = (I if) = Ird2zd2(C(z,nf(z)1*(O. (5.31) 

It is positive definite because the inverse metric 
operator C-l has the form 

C-l = lIP (IIP)T = (II II t)p, (5.32) 

so that it is both Hermitian and positive definite. 
Thus we have a genuine Hilbert space, provided the 
function space is chosen so that the integrals that 
define the scalar products are convergent. Tie) the 
normed vectors Iv), unlike the basis vectors , 
span the Hilbert space. Z 

6. TRANSFORMATION PROPERTIES OF THE BRA 
VECTORS AND THE INVARIANCE OF THE 
SCALAR PRODUCT 

To derive the transformation law for the bra basis 
vectors we first calculate the matrix elements of 
U(A). From the transformation law (4.26) and the 
orthogonality relation (5. 13), we find 
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e'l U(A) IJ = (cz + d) 2jl(C*Z* + d*) 2j215(2)(z' - Az), 
(6.1) 

while (4.29) gives 

( I U(A) I Z) = (cz + d)-2J:-2 
Z' x (c*z* + d*)-2Ji-2o(2)(z' - Az). (6.2) 

Now, using the completeness relation, we can write 

(I U(A) = Id 2z ('I U(A) I z) (Z I 
= f d 2z (Z I (cz + d)2h 

x (c*z* + d*) 2j 2 6 (2) (z - Az). 

Let 
~ = Az = (az + /;)/(cz + d). 

Then, 
d2~ = (cz + d)-2(C*Z* + d*)-2d 2z, 

so that, 

~ U(A) = }d2~ 1 (cz + d)2Jl+2 ( 'I ( \ -1~ I 

(6.3) 

(6.4) 

X (c*z* + d*) 2j2+ 215(2)(z' - 0 (6.5) 

Equation (6.3) implies 

cz +d = (-c( +a)-I. 

Inserting in (6. 5), we find 

Another form is 

(Zll UreA) = ('"'I U(A- 1 ) 

(AZII = (cz ' + d)-2j l-2(c*z'* + d*)-2j 2- 2 • 

(6.7) 

This last formula is consistent with (4.26) since we 
have 

(Z'I urul z) = (cz' + d)-2(C*ZI* + d*)-2 (AZII AJ . 
(6.8) 

Now 

= 6 (2) (Az I - Az) 

= (cz' + d)2(c*Z'* +d*)215(2)(z' - z), 

so that 

which is the unitarity condition for U. 

In the same way we find 

e,l UreA) = e,l U(A-l) 

= ( I (cz! +d)2Ji(c*Z'* +d*)2Ji 
Az' ' 

(6.9) 

(6.10) 

(6.11) 

for the transformation law of covariant basis bra vec
tors. 

By applying the commutation relations (3.14), (3.23), 
and (3.25) on bra vectors, proceeding exactly as in 
Sec. 4, we find the effect of IT and IT t on these states 
in the form 

(6. 12) 

(6.13) 

Note the change of sign from Eqs. (4.12), (4.14), and 
(4.16). The rule is to replace IT by - a/az and ITt by 
a/az* when applied on bra vectors. A differential 
form for X and X t can be found from the operator 
expressions (3.28),(3.30),(3.33),and (3.34) when 
these generators act on bra vectors. Integrating the 
infinitesimal transformation law we recover (6.6) 
and (6.11). The transformation law for the covariant 
vector components f(z) and g* (n can now be derived 
from the invariance of the scalar product. We must 
have 

U Ig) = U I UU t Ig) = U'lg'), 

where we define the transformed vector as 

U 'I = U I U(A) 0:= Jd 2z C I (T(A)f(z)) 

=}d2zl r IUf(z')' 

Using (6.6) we find 

(
A-

1Z I I (pi =.r d 2z 1 
(- cz' + a)-2)l-2 

(6.14) 

(6. 15) 

x (- C*Z'* + a*)- 2j2-2f(z'). (6.16) 

As in (6.3) and (6.4), making the change of variable, 

z' = Az, d 2z = (- cz ' + a)-2(- C*Z'* + a*)-2d2z l , 

-cz ' +a = (cz +d)-l, 

we find 

{jll = I d 2z (Z I (cz + d)2J 1 (C*Z* + d*)2hJ(Az). (6.17) 

Comparing with (6.15) we obtain 

UI U(A) Iz) 

= T(A)f(z) = (cz + d)2h(c*z* + d*)2J2f(Az), 
(6.18) 

as the transformation law for the covariant compo
nents of a vector. 

Thus we recover the Gel'fand-Naimark law without 
using the method of homogeneous functions. 

The components fez) are projected out of the vector 
U I by means of the formula 

(6. 19) 

Then, the functions 

F(zl>z2) = Z~Jlz~2}2 U IZ1/zJ = Z~jlZ22izf(;~) 
(6.20) 
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are homogeneous of degree 2j I in (z I' z 2) and 2j 2 in 
(z i, z~). The transformation law is then linear for 
z I and z2 so that 

v.=G~)-;A~, (6.21) 

transforms like a spin or . This establishes the con
nection with the representation theory on spaces of 
homogeneous functions. 

7. THE n REPRESENTATION AND CALCULATION 
OF G (z, z '). UNIFIED SCALAR PRODUCT FOR 
VARIOUS CLASSES OF REPRESENTATIONS. 

In the n representation, 12 nand n t are taken as 
diagonal, so that we consider simultaneous eigen
states of the commuting set C l' C 2' n, and n t. Let 
us write 

n1 Ijl,j2;P) =h IJI,j2;P), 

n2 Ih,j2;P) =j2 Ih,j2;P), 

n Ij1,h;P) =- ~iP Ih,j2;P), 

n r ljvj2;P) = ~ip*ljl,j2;P). 

(7.1a) 

(7.1b) 

(7.1c) 

(7.1d) 

There is no essential distinction between covariant 
and contravariant states in p space except for a p
dependent normalization factor. Hence, dropping the 
j 1 ,J 2 labels, the bra vectors can be introduced by 

(p In = - tiP (P I , (p In r = tiP *(p I. (7.2) 

Since 

(p In Ip'> = - hp(P Ipl) = - tiP'(P Ip'), 

we require the normalization 

(p Ip ,) = 0(2) (P - pi). (7.3) 

Because ill and Z are conjugate, the p and z eigen
states must be Fourier transforms of each other. 
Indeed, writing 

I ) = ~ I d2pe- iHe(pz) Ip) (7. 4a) 
z 21T 

and 

(7.4b) 

we have 

('I J = 4;2 II d2p 'd2pei[He(p' z l )-Re(pz)] 0(2) (p - pi) 

= 4;2 I d2pe iHe [p(z l-Z)] = O(2)(Z'- z), (7.5) 

which shows that the normalizations in z and p spaces 
are consistent. 

We have 

n I ) a I ) = ~ I d2p ~{e-i(pz+p*z*)/2}lp) z = oz Z 21T OZ 

= 2~ I d2pe- iRe(pz)(- ~ip) Ip) 

= 2; Id 2p e-iRe(P2)n Ip). (7.6) 
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Hence, from (7. 4a) we have derived (7.1c). We are 
therefore led to the relations 

np Ip) = (- ~ip)plp), (TIp)rlp) = (~ip*)p Ip), (7.7) 

which allow us to calculate the matrix elements of 
the inverse metric tensor. We have 

G(Z',Z) = (Zll G-1 Iz) ('I np(TIpjt Iz) 
= (21T)-2 I d2pd2pleiRe(zp-zlp') 

x (- hp)p(~iP*)Po(2)(P' - p) 

= (21T)-2 I d2pe iRe [ (z-ZIlPJ(t) 2P lp 1 21'. 

Using the Fourier transform of Ip 1 2 p as given in 
Gel'fand et al.,13 we find 

(ZIIG-11 ) =r(1 +p)lz-z ' I-2P-2 
z 1Tr(- p) . , 

p =p* =h +j~ + 1, (7.8) 

which is the general form of the "intertwining opera
tor" to within a factor.3 

This expression now allows us to discuss the dif
ferent explicit forms of the scalar product defined 
in Eq. (5. 29): 

(1) The principal series: As we have seen before, 
in this case we have p = 0, so that G = 1 and we get 

limG(z,z') = lim (ZIIG-I ) = (Zll ) 
p-->O p-->O Z z 

r(1 + p) 
=O(2)(Z'_Z) = lim IZ- Z'I-2p-2, 

p-01Tr(-p) (7.9) 

so that the scalar product takes the form 

Ulg) = I d2zJ(z)g*(z). (7.10) 

Thus the functions J(z) must be L(2) functions. For 
the principal series, the distinction between covariant 
and contravariant states disappears as we have Z = 
zr. 

(2) The supplementary series: In this case p '" 0 
and 

r(l + p) 
(f Ig) = '1Tr I d2zd2z 'iz - z '1- 2p-2J(z)g*(z '). 

(-p) (7.11) 

Apart from the over-all normalization factor, this 
is the familiar form for the supplementary series 
scalar product. 3 In the same Hilbert space as in the 
preceding case, the integral exists for 

o( Ip I (1. (7.12) 

(3) The integer point case with p = n: n being a 
positive integer or zero. 

In this case we have the representation 

(j1,j2) = (n-; 1 ,n-; 1). (7.13) 

The inverse metric operator takes the form 

(7.14) 
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so that, from (4.12) and (4.14), we have 

Ililt I z) = - a zaa: * I z)' 

(IlIlt)n I ) = (- l)n a
2n I) z aznaz*n z 

leading to 

a2n 
<i(z,z') = (- l)n aznaz*n0(2)(z - z') 

= (- l)nQl.n,n) (z - z'). 

r(1 + p) = lim Iz-z'I-2p-2. 
p~O 11r(-p) 

The scalar product takes the form 

(jIg) = (- l)n jd2zj[n,m)(z)g*(z), 

where 
a2n 

j[n,mJ(z) = aznaz*nj(z). 

(7.15) 

(7.16) 

(7.17) 

This representation is formally the same as finite 
nonunitary representations. In fact, the polynomials 
Pn (z ,z *) which correspond to the latter are annihi-
1ated by the metric operator, so that 

P.t[n.n] (z, z*) = 0, (7.18) 

and therefore form a subspace of zero norm. Hence, 
as discussed by Gel'fand et al. 3 the functional space 
must be restricted to functions such that 

j[n , n J (z) ;;'- 0 

(4) The in! eger point case with p = - n: n being 
a positive integer. 

In this case the representation is 

( . .) ( n + 1 n + 1) J1>J2 = - -2-'--2- (7.19) 

To find G (z , z'), we write p = - n + £ and let £ -7 0: 

G(z z') = li r(l-n + £) Iz _z'12n-2-2, (7.20) , ,EO 11r(n - £) 

)(-I)n-1Iz _z'12n-2 

= ~iJlb ( 11£ [r(n»)2 

+ 2(- 1)n Iz _ Z' 12n-2 loglz - z' I + O(E),l. 
11 [r (n»)2 ) 

To eliminate the first term which blows up like 1/£, 
we must restrict ourselves to the subset of functions 
which satisfy 

I Z kZ *l[(z)d2z =0 (7.21) 

for k, 1 ~ n - 1. Hence, the scalar product reads 

x loglz - z' If(z)g* (z'). (7.22) 

Thus, we have shown that the form (5.29) with the 
expression (7.8) for the matrix elements of the in
verse metric operator encompasses and unifies all 
cases in which a unitary representation of SL(2, C) 
exists. 

8. REMARKS ON THE INTEGER POINT CASE WITH 
P =n 

In this section we shall study further the case 
(jl,j2) = (i(n - 1),~(n - I)}, where n is a positive 
integer and show its intimate connection with the 
same nonunitary (jl,j2) representation. For the 
corresponding nonunitary representation, the function 
Pn (z) is a polynomial of order n - 1 in z and order 
n - 1 in z * so that its norm given by the formula 

IIPn (z)112 = (-l)n Jd2zPJn.n] (z)P:(z) , (8.1) 

which follows from (7.16) becomes zero. 

As explained by Gel'fand et al.,3 in order to avoid a 
degenerate scalar product, we must restrict our
selves to a subspace of functions j(z) such that for 
p = n their derivatives of order n,j[n.n](z) do not 
vanish. Then all the polynomials 

n- 1 

Pn (z) = ~ ak1zkz*1 
k.l=n 

(8.2) 

should be excluded from our space. Note that for 
p = n, the set of such polynomials (En> forms an in
variant subspace under Lorentz transformations, 
connected with the nonunitary representations men
tioned above. The subspace of functions which form 
an infinite dimensional unitary representation for 
p = n = 1,2, ... is the set of functions obtained from 
homogeneous functions through (6.20) and defined 
up to a polynomial in En' Following Gel'fand et al. 3 

we denote this set by F n' Thus if j(z) E F" and 
P" (z) E Ell' then 

Let us denote the part of j(z) which contributes to 
the scalar product (7.16) by j(u)(z). Then we can 
write 

00 

j(u)(z) = ~ ak1zkz*1 (8.3) 
k.l=n 

and 
j(z) =j(UJ(z) +Pn(z), (8.4) 

where Pn (z) is any polynomial in En' From the way 
it is defined, the only part of j(z) which is "relevant" 
to unitary representations is obviously j(u)(z). Under 
a Lorentz transformation, as shown in (6.18), when 

T(A)j(z) = Icz +dI 2P -2j (:~ !~), (8.5) 

P" (z) goes into another polynomial, butj(u)(z) does 
not transform into a function of the form (8.3). 
Therefore, to extract the relevant part of T(A)j(z) , we 
must subtract a polynomial. In other words, the set 
of functions of the formj(u)(z) as in (8.3) is not an 
invariant set, and an additional "gauge transforma
tion" (subtracting a polynomial) is needed to make 
it invariant. This is analogous to the use ofthe trans
verse electromagnetic potential A~, which is the 
only dynamical variable but is only covariant with an 
additional gauge transformation. Thus, in the case 
of the integer point representations, it is possible to 
choose a gauge just as we do in electrodynamics. If 
the gauge is fixed in such a way that we extract only 
j(u)(z) out of j(z) , then, as described above, we shall 
need an additional gauge transformation to obtain 
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a covariant f(z). Instead, we choose the "gauge" as 
follows. 

Each term in Eq. (8. 2) is a linearly independent poly
nomial which is annihilated by the metric (J-1 at in
teger pOints p = 1,2, ... : 

{p (z')Oln,nl(z - z')d2z' = p[n,nJ(z) = O. , n n (8.6) 

Thus, for 2j1 + 1 = 2}z + 1 = P = n, there are 

n2 = (2)1 + 1)(2h + 1) 

linearly independent polynomials which satisfy Eq. 
(8.6). Using these polynomials, we can choose the 
gauge so that we can write f(z) E }~ as 

n-1 
f(z)= ~ ZkZ*I¢kl(Z) , 

k,l~O 

where each ¢kZ can be written in the form 
00 

¢kZ(Z) = ~ (bkZ)mnzmz*n. 
m,n::.Q 

(8.7) 

(8.8) 

The advantage of this new form is that under a 
Lorentz transformation the structure (8.7) remains 
invariant, so that (8.7\ unlike (8.4) is a covariant 
form, that is, the funcLons ¢kl transform into each 
other and acquire no e}tra factors of (cz + d) and 
(c*z* + d*). 

To give a definite example, let us consider the case 
} 1 =) 2 = t, or p = 2 representation. This is the 
representation used in Hef. 11. We can write 

f(z) = ( f I p = 2; J 
= zZ*¢l1(z) + z*c 10 (z) + z¢01(z) + ¢oo(z), (8.9) 

or 

f(z) = (z * 1) (¢ 11 (z) 
¢01 (z) 

ho(Z») (' Z). 
¢oo(z) 1 

Applying a Lorentz transformation we get 

T(1..)f(z) = (cz +d)(c*z* +d*)/(z') 

with 
, az + b 

z = cz + d' 

USing Eq. (8. 10) we can rewrite Eq. (8.11) as 

T(1..)f(z) = (z* 1)1.. l (<P 11 (z ') ¢ 10(z '») A (Z). 
¢01(z') ¢oo(z') 1 

This is because we have 

{)~C :)O~(;:::)(a + d). 

(8. 10) 

(8.11) 

(8.12) 

(8. 13) 
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Therefore, to describe the (t, t) representation, we 
could just as well use the functions <Pkl(Z) by speci
fying their Lorentz transformation property as 

Notice that we can write 

(
¢l1(Z) ¢10(Z») = ¢o(z) + (J"q,(z), 
¢O! (z) ¢oo(z) 

(8.14) 

(8. 15) 

where a i are the usual 2 x 2 Pauli matrices. Then, 
from Eq. (8. 14) we obtain the transformation proper
ties of 

(8.16) 

in the form 

T(1..)¢iJ (z) = 1..~¢u (
az + b) 
cz + d ' 

(8. 17) 

where 1..~ is the 4 x 4 nonunitary representation of 
the Lorentz transformation. Thus, the functions 
¢iJ (z) describe the unitary integer point representa
tion (t, t) and transform like the direct product of 
two representations, namely the finite dimensional 
O,~) representation, and the infinite dimensional 
unitary representation) 1 = } 2 = 0, or p = 1. 

We can regard the functions ¢iJ (z) as limiting func
tions of the supplementary series as p tends to one 
and write 

(8. 18) 

For the representation (Hn - 1), Hn - 1), we write 
fez) in the form of a polynomial of order 11 - 1 in z 
and n - 1 in z* with coefficients that are functions 
of the form (8.8) transforming with p = 1 and 
getting mixed like the components of the nonunitary 
representation (Hn - 1), ~(n - 1». 
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In this article we propose a variational approach to the study of nonlinear elastic solids in which magnetization 
is constant in magnitude. The emphasis is placed upon the application of the different invariances used in 
modern continuum mechanics: Euclidean invariance, objectivity, and material symmetry. In Part I, a variational 
treatment is given in the spirit of • oriented media theory." A comparison is made with the results of a direct 
treatment starting with the postulation of balance laws. Part II is devoted to the development of constitutive 
equations for a variety of material classes. 

1. INTRODUCTION 

In the literature there exist extensive works on the 
theory of ferromagnetic materials. Earlier works 
due to Weiss, Heisenberg, Dirac, Bloch, Van Vleck, and 
Neel have been reviewed l - 4. Most of them deal with 
a quantum mechanical approach. However, we are 
here interested in the theory of micromagnelics 
where ferromagnetic bodies are described by means 
of a vector field, the magnetization, whose magnitude 
is constant and whose direction varies continuously 
with position. 5- 9 Discrete details are omitted and the 
theory is phenomenological, that is, in the spirit of the 
theory developed decades ago by Landau and Lif
shitz. 4,10 This description is particularly accepted 
at temperatures Significantly lower than the Curie 
temperature as emphasized by Minnaja 8 who recently 
gave a theory at high temperature with no restriction 
on the magnetization amplitude. The formulation 
given below does not consider the case of high tem
peratures and, in fact, neglects the dependence on this 
physical factor for most of the development. 

The main purpose of the present paper is to formulate 
a continuum theory of deformable magnetically 
saturated media. The approach being phenomeno
logical, ultimately it must be verified by experiments. 
We are, however, guided by the quantum mechanical 
results for the concept of spin. For instance, follow
ing Brown, 11 we will make use of certain hypotheses 
of the H.D.V.V. (for Heisenberg-Dirac-Van Vleck) 
model. In this regard the following remarks are in 
order. 
(i) The ferromagnetic materials possess high tend
ency to orientation, i.e., without any important applied 
magnetic field, the neighboring electron spins tend to 
align parallel. Heisenberg12 explains this fact in 
taking account of exchange furces in the electronic 
spin continuum through a potential representing the 
spin-spin coupling. This effect leads to the notions 
of magnetic anisotropy energy and spin-wave motions 
(Bloch13 ). Brown, in a series of books and articles 11 

dealing with micromagnetism, shows that this leads to 
the introduction of the material gradients of the mag
netization in the free energy.14 We do not repeat 
these arguments but take this result for granted. 
(ii) The spin-orbit interactions and the quadrupoles 
tend to orient the aligned spins along particular crys
talline axes; hence the concept of magnetocrystalline 
anisotropy. 

(iii) The temperature agitation disturbs the alignment 
and causes the magnetization to decrease with in
creasing temperature. 
(iv) The applied magnetic field tends to align the 
magnetization vector along the field. In contrast to 
the effect (U), opposite directions are not equivalent. 
(v) The internal magnetic interactions: Dipole-dipole 
long range interactions tend to rotate the magnetiza
tion vector toward a direction of smallest magneto
static self-energy (in the case of uniform magnetiza
tion). 

The effects (ii) will be taken into account in the non
linear constitutive relations giving rise to a local 
magnetic field due to anisotropy. Effects (iv) and (v) 
manifest themselves in the form of the angular 
momentum equation. We disregard (iii) since we 
shall be dealing with nondissipative systems (with the 
exception of Sec. 8) for which we ignore the influence 
of the temperatijre. 

The theory is developed in the frame of quasi
magnetostatics ,electric fields being ignored. Thus, 
we assume that the velocity of dynamical phenomena 
is small in comparison with the propagation velocity 
of electromagnetic perturbations; hence, the jump 
conditions are written for stationary discontinuity 
surfaces. We present a finite deformation theory. 

The present work may be considered in the same 
spirit as those of Brown 11 and Tiersten. 15 Some im
provements of the latter works are due to AmarP6 
and Alblas 17 of whom the former developed a theory 
with linear constitutive equations and the latter author 
follows Brown closely. The basic results of the 
present article, Eqs. (5. 7), (5.8), (5.4), (5. 10) and 
(5. 12), can be brought in general agreement with 
those of Tiersten and Brown. However we have 
reasons to believe that our presentation is more 
suited to generalizations (presence of current, dynami
cal case, inclusion of extra degrees of freedom of 
structural origin): 
(i) We tried to emphasize the physical starting point 
and the analogy of the magnetization vector with a 
rigid director. By applying the Euclidean invariance 
requirement, we have established the formal analogy 
of the present theory of deformable magnetically 
saturated media with the indeterminate theory of 
couple stresses18 (cf. Eqs. (7.26), (7.27), (8.19)-(8.21). 
The formalism used is likely to encompass the intro
duction of "mechanical" directors. 
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In this article we propose a variational approach to the study of nonlinear elastic solids in which magnetization 
is constant in magnitude. The emphasis is placed upon the application of the different invariances used in 
modern continuum mechanics: Euclidean invariance, objectivity, and material symmetry. In Part I, a variational 
treatment is given in the spirit of • oriented media theory." A comparison is made with the results of a direct 
treatment starting with the postulation of balance laws. Part II is devoted to the development of constitutive 
equations for a variety of material classes. 

1. INTRODUCTION 

In the literature there exist extensive works on the 
theory of ferromagnetic materials. Earlier works 
due to Weiss, Heisenberg, Dirac, Bloch, Van Vleck, and 
Neel have been reviewed l - 4. Most of them deal with 
a quantum mechanical approach. However, we are 
here interested in the theory of micromagnelics 
where ferromagnetic bodies are described by means 
of a vector field, the magnetization, whose magnitude 
is constant and whose direction varies continuously 
with position. 5- 9 Discrete details are omitted and the 
theory is phenomenological, that is, in the spirit of the 
theory developed decades ago by Landau and Lif
shitz. 4,10 This description is particularly accepted 
at temperatures Significantly lower than the Curie 
temperature as emphasized by Minnaja 8 who recently 
gave a theory at high temperature with no restriction 
on the magnetization amplitude. The formulation 
given below does not consider the case of high tem
peratures and, in fact, neglects the dependence on this 
physical factor for most of the development. 

The main purpose of the present paper is to formulate 
a continuum theory of deformable magnetically 
saturated media. The approach being phenomeno
logical, ultimately it must be verified by experiments. 
We are, however, guided by the quantum mechanical 
results for the concept of spin. For instance, follow
ing Brown, 11 we will make use of certain hypotheses 
of the H.D.V.V. (for Heisenberg-Dirac-Van Vleck) 
model. In this regard the following remarks are in 
order. 
(i) The ferromagnetic materials possess high tend
ency to orientation, i.e., without any important applied 
magnetic field, the neighboring electron spins tend to 
align parallel. Heisenberg12 explains this fact in 
taking account of exchange furces in the electronic 
spin continuum through a potential representing the 
spin-spin coupling. This effect leads to the notions 
of magnetic anisotropy energy and spin-wave motions 
(Bloch13 ). Brown, in a series of books and articles 11 

dealing with micromagnetism, shows that this leads to 
the introduction of the material gradients of the mag
netization in the free energy.14 We do not repeat 
these arguments but take this result for granted. 
(ii) The spin-orbit interactions and the quadrupoles 
tend to orient the aligned spins along particular crys
talline axes; hence the concept of magnetocrystalline 
anisotropy. 

(iii) The temperature agitation disturbs the alignment 
and causes the magnetization to decrease with in
creasing temperature. 
(iv) The applied magnetic field tends to align the 
magnetization vector along the field. In contrast to 
the effect (U), opposite directions are not equivalent. 
(v) The internal magnetic interactions: Dipole-dipole 
long range interactions tend to rotate the magnetiza
tion vector toward a direction of smallest magneto
static self-energy (in the case of uniform magnetiza
tion). 

The effects (ii) will be taken into account in the non
linear constitutive relations giving rise to a local 
magnetic field due to anisotropy. Effects (iv) and (v) 
manifest themselves in the form of the angular 
momentum equation. We disregard (iii) since we 
shall be dealing with nondissipative systems (with the 
exception of Sec. 8) for which we ignore the influence 
of the temperatijre. 

The theory is developed in the frame of quasi
magnetostatics ,electric fields being ignored. Thus, 
we assume that the velocity of dynamical phenomena 
is small in comparison with the propagation velocity 
of electromagnetic perturbations; hence, the jump 
conditions are written for stationary discontinuity 
surfaces. We present a finite deformation theory. 

The present work may be considered in the same 
spirit as those of Brown 11 and Tiersten. 15 Some im
provements of the latter works are due to AmarP6 
and Alblas 17 of whom the former developed a theory 
with linear constitutive equations and the latter author 
follows Brown closely. The basic results of the 
present article, Eqs. (5. 7), (5.8), (5.4), (5. 10) and 
(5. 12), can be brought in general agreement with 
those of Tiersten and Brown. However we have 
reasons to believe that our presentation is more 
suited to generalizations (presence of current, dynami
cal case, inclusion of extra degrees of freedom of 
structural origin): 
(i) We tried to emphasize the physical starting point 
and the analogy of the magnetization vector with a 
rigid director. By applying the Euclidean invariance 
requirement, we have established the formal analogy 
of the present theory of deformable magnetically 
saturated media with the indeterminate theory of 
couple stresses18 (cf. Eqs. (7.26), (7.27), (8.19)-(8.21). 
The formalism used is likely to encompass the intro
duction of "mechanical" directors. 
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(ii) The variational principle given here in the frame 
of quasimagnetostatics may be considered as first 
step toward a fully dynamical theory. It is easily 
shown that the introduction of our magnetic force is 
equivalent to adding a magnetic energy ~ B2-B' M to 
the strain energy p 5'. This magnetic energy is to be 
varied under the constraint V'B :::: 0; thus, a vector 
potential A defined by B :::: V X A should be introduced 
to carry out the variation. The extension to the 
dynamical case including currents, polarization, and 
time derivative terms in the Maxwell's equations is 
easy since the constraint V'B :::: 0 is unchanged for 
such a generalization. Whereas Tiersten chose to 
vary a magnetic energy ~H2 + H·M under the con
straint V x H :::: O. He thus introduced a scalar mag
netic potential cpthrough the relation H :::: -Vcp. This 
cannot be easily extended to the dynamical case (see 
our generalization in a forthcoming article treated in 
special relativity). 
(iii) We performed the variation first in the un
deformed configuration. The equations obtained, Eqs. 
(5.1) and (5.2) can be of interest for certain applica
tions. For instance, if we go to the dynamical case, it 
is after these equations that we shall study wave front 
propagation (e.g., second-order discontinuities) for 
the case of finite deformations. 
(iv) For the case of dissipative media in Sec. 8, we 
restricted the form of the constitutive equations by 
use of the thermodynamic admissibility (Clausius
Duhem inequality). 

We may consider that the electric counterpart of the 
theory presented has been approached by different 
authors. 19- 25 A synthesized theory of both fields in 
the dynamical case remains to be done. We deal with 
this problem in a forthcoming article. 

The notations used hereafter are similar to those 
used in the treatises of Truesdell and Toupin26 and/ 
or Eringen,27 the first chapter of the latter being 
worth reading for the reader not familiar with the 
formalism of modern continuum mechanics. The most 
frequent notations appearing in the subsequent 
developments are the following ones. Capital kernel 
letters and indices refer to material coordinates, i.e., 
Lagrangian coordinates. Lower case kernel letters 
and indices refer to spatial coordinates. A capital in
dex.following a comma, or a symbol VR indicates par
tial differentiation with respect to the material co
ordinates XK,K:::: 1,2,3. A lower case index follow
ing a semicolon or a symbol V indicates covariant 
partial differentiation with respect to the spatial co
ordinates xk,k :::: 1,2,3. Colons are used to denote 
covariant total differentiation of two-point tensor 
fields. A superposed dot or the usual symbol d/ dt 
indicates material derivative. Parentheses around a 
set of indices denote alteration. Eijk is the permuta
tion symbol. For instance, we write 

v'a::::ai;;, (Va)ij::::a;;j 

VR'A:::: AK;K' (vRa)iK:::: ai.K 

(va)'bl; :::: ak;ibk, (a,v)bl;:::: akb;;k' 

2. THE SPIN ANGULAR MOMENTUM 

In classical physics, it is well known that the elec
trons and other particles possess magnetic moments. 
Thus, in an electronic spin continuum, one can define 
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a magnetic moment per unit mass. For a deformable 
medium, a magnetic moment per unit of undeformed 
mass, IL, is posited to exist at each point of the body. 
The magnetic moment of a specimen (BR ) c E3 is 

9)( :::: f PR J!dvR :::: f ILdmR (2.1) 
(BR ) (BR ) 

where PR is the material density in the undeformed 
body (BR ) and mR a mass measure in (~) embedded in 
Euclidean space E3. 

We assign an intrinsic angular momentum s, called 
spin, to particles such as electrons, muons, pro
tons.28, 2 9 The spin angular momentum is related to 
the magnetic moment IL by30 

J! :::: rs, 

where the quantity 

r:::: -ge/2mc, e> 0, 

is called the gyromagnetic ratio with: 

e = electric charge of the particle, 

1Il= mass of the particle, 

c = velocity of light, 

g = coupling constant (~ 2 for electrons). 

(2.2) 

(2.3) 

From here on we consider the case of electrons. The 
medium is thus described by an ensemble of particles 
to each of which there is attached a vector J!. We 
propose in Sec. 3 a Lagrangian formulation for the 
equations governing the behavior of a deformable 
magnetized medium. The first question that must be 
answered is what is the form of the spin angular 
momentum term in the variational principle? 

It is clear that this effect is of gyroscopic nature. 
This is shown by considering the analogy of a spinning 
magnetized element of material with an axisymmetric 
top (cf. Art. 5. 7 of Ref. 31) of moments of inertia 
(A -) 0, A -? 0, C > 0).32 It then appears that the rota
tion angle IJI of the top about its own axis is an ignor
able variable. It follows that the corresponding 
generalized momentum p .. is conserved. Since the 
magnetized medium is considered to be saturated, i.e., 

J!' J! :::: )J.~ :::: const, (2.4) 

the analogy is carried on by taking 

(2.5) 

It can then be shown that, in cartesian coordinates, the 
Routhian31 or reduced Lagrangian density R of this 
special top is an expression linear in the components 
of (L(cf., Ref. 7, p. 28, also Ref. 17). This asserts the 
gyroscopic character of R. Thus, introducing the spin 
angular momentum per unit volume of undeformed 
material G :::: - PR IL/r, we can consider the quantity 
- dG/dt as d'Alembertian inertia couple. 15 In an 
actual motion, its rate of work vanishes as can be 
easily verified, 

dG --' w:::: 0 
dt 

(2.6) 

where w is the angular velocity of the magnetization 
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",. Indeed, differentiating Eq. (2. 4) with respect to 
time, we have 

",." = 0 

which implies 

" = w x "', 
where 

w = 1-1-;2", x " + 1-1-;2(", ·w)",. 

(2.7) 

(2.8) 

(2.9) 

In a virtual motion, the expression (2.6) is different 
from zero. Note that the angular velocity w of '" is a 
kinematical or nonholonomic vector33, 15 i.e., it is not 
the time derivative of an actual vector function. Thus 
there exists a vector l!.(J such that l!.(J = wl!.f, which is 
merely an infinitesimal change of angle and not the 
differential of a vector function. Therefore, in a vir
tual motion, we write, instead of Eqs. (2. 7) and (2.8), 

0", = (j(J x "', 
with 

(j(J = 1-1-;2", x 0", + 1-1-;2(", '(j(J)", , 

(2.10) 

(2.11) 

(2.12) 

and the virtual work ow done by the d 'Alembertian 
inertia couple in an arbitrary variation is 

(2.13) 

Hence, we take account of the spin angular momentum 
in the variational principle through an already-varied 
term (; W that is not included in the Lagrangian den
sity. Integrating Eq. (2. 13) over the whole body (h

R
) 

and over time we obtain 

oW = jdf J PRr-l,,·09dvR. (2.14) 
t (%) 

An alternate derivation of Eq. (2. 14) based on thermo
dynamical considerations is given in Appendix A. 

3. THE VARIATIONAL PRINCIPLE 

To every material point X of a deformable body we 
assign a vector IL called magnetization. This vector 
considered as a director provides a non-constrained 
Cosserat continuum. 1S The origin of '" cannot trans
late with respect to the material point, but", can 
rotate independently of the material motion. The com
plete motion of the continuum is therefore described 
by two sets of equations: 

x = X (X, f), 

'" = X(w(X, t). 

The material gradients defined by 

are essential in the following development. 

(3.1) 

(3.2) 

(3.3) 

The ac lion associated with the body (B) enclosed with
in a surface (aB) and conSidered in the interval of 
time [tl' t2 ] is given by 

(3.4) 

where the subscript R indicates the reference con
figuration. The presence of X in the Lagrangian den
sity indicates the possible inhomogeneity and those of 
the gradients Fx and F(Il>' the mechanical and mag
netic stresses. The absence of higher order spatial 
derivatives of the motion other than the first shows 
that we are satisfied with the study of a hyperelastic 
medium,34 i.e., a nonlinear elastic medium with con
stitutive equations derivable from a potential (this 
is to be compared with the classical theories of mag
netostriction and ferromagnetic bodies). The body is 
assumed to be magnetically saturated. Thus, 

W'" = I-I-~ = const and WV'RIL = 0 in (B). (3.5) 

These constraints may be introduced into the field 
equations by means of Lagrange multipliers "A and 
LK, K = 1,2,3. Following the tradition set by 
Lagrange and Piola in formulating the principle of 
action, we introduce indeterminate multipliers for 
each term that can arise in varying x and", in
dependently in (B) and on (aB). We define 

oW* = J df J PR(b'OX + b(I')·(j",)dvR 
t (BR ) 

+ Jdf j (tR·ox + t11')'0",)~ 
t (a~) 

- J PR(m'ox + m(jl).o",)dv ]t2 <lR> R t1' 

oW = - oIdt J (1"A(",·", - I-I-~) + L·(",·~",)]dvR 

(3.6) 

t (lid 

+ J dt I (PR In" . (j(JdvR • (3.7) 
t (~ 

The variational principle that-follows earlier formula
tions of Hamilton'S principle 35,36,46 can now be ex
pressed as: 

oA + 0 W* + 0 W = 0 (3.8) 

In (3.6) and (3.7) we introduced the following quanti
ties associated with the reference configuration: 

PR = mass density, 

b = body force per unit mass, 

b(ll) = magnetic field, 

tR = stress vector, 

t~l') = magnetic stress vector, 

m = momentum per unit mass, 

m(/l) = magnetic momentum per unit mass. 

The expression (3.6) represents the virtual work of 
body and surface loads acting in (BR ), on (aB

R
) and at 

the time limits in (BR ). The first term of (3.7) takes 
account of the holonomic constraints (3.5), while the 
second term is an already varied term (so called 
Hertz' nonholonomic constraint33). 

4. VARIATION OF THE ACTION 

Since (BR ) is the reference configuration of the body, 
we have 

(4.1) 
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where 

and according to Sec. 2 

OJ.L ::: - j.L x 69. (4.3) 

We make use of the following identities: 

(4.4) 

J a£ J a£ W'oFxdvR ::: W"\jdox)dvR 
(Ed x (BRJ x 

a£ ::: J aF 'NRoxdsR 
(2~ x 

- J VR' (aa:)OXdVR, (Ed x 

(4.5) 

where NR is the unit exterior normal to (aBR ). In 
(4.4) we interchanged the 0 variation with the 
material derivatives, and in (4.5) we applied the 
Green-Gauss theorem. Similar expressions are valid 
for terms involving a.£/aj.L and o£/oF(j.L)' 

Equation (3.8) now is 

fdt f ~I'· [~£ - :t(~) - VR .(~~ ) + PRbj ·ox 
t (11< ) x x 

[0£ d (0£) v, ( a£ ) 
+ aj.L - dt arL - 'R' aF(j.L) 

- (It - VR ·L)j.L + PRb(j.L)j 'OJ.L}dVR 

+ fdt f ~ ~:; 'NR + tRJ ·ox + [ao; 'NR + t}f) 
t (211<) I L x (j.!) 

- (L'NR )j.LJ 'OJ.L(dSR + Jdt J (PR/r )(J.·09dvR 
\ t (~ 

- J~[(pRm -~) 'ox 
t 

+ (PRm(j.L) - ~~) 'OI'] dVR12 

::: 0 (4.6) 
I 

and holds for independent variation of x and I' (equiva
lently (9) in (Bli ) and on (olk). Hence 

a£ a£ 
PRm::: a:k' PRm(j.L)::: ajL at t::: t 1 , t::: t 2 , (4.7) 

(4.8) 

[VR 'T}/) + PR (b(j.L) + b*(Il») - (It - VR'L)I'] 

x j.L ::: PRm(ll) x j.L + (PR/r)iA. in (BR), (4.9) 
and 

(4.10) 

where we defined the following suggestive symbols: 

J. Math. Phys., VoL 13, No.2, February 1972 

T - a£ 
R = -aF' 

x 

In order to associate various mathematical notions 
obtained with physical concepts, we now consider a 
particular Lagrangian: 

£ ::: PR[t:k2 - 5'(Fx' j.L, F(j.L) , X)]; 

hence, we have 

PRm ::: PR X == PR v, PRm(j.L) == 0, b*(Il) 
a5' 

- aI" 

(4.13) 

(4.14) 

a£ at == O. (4.15) 

In the expression of the body force b, we distinguish 
the purely mechanical part and the magnetic contribu
tion, i.e., we write 

(4. 16) 

Without any damage to the calculated values of 
observable physical forces, one is at liberty to choose 
a formula for the ponderomotive force with a large 
degree of arbitrariness. This was emphasized by 
Sedov and others. 37,38 Here we take 

b(magn)::: (VB)·I',i.e.,b(magn)k :::Bi;kjJ.i 

and 

(4.17) 

(4. 18) 

where f stands for the mechanical body force per unit 
mass (e.g., gravity) and B is the Maxwellian magnetic 
field subject to Maxwell's equations given by: 

v x B ::: V x p j.L , V • B ::: 0 in (B), 

V x B ::: 0, V.B::: ° outside (B), (4.19) 

n x [B - Pj.L] ::: 0, n'[B] ::: 0 across (aB). 

Here P is the mass density in the deformed configura
tion, n is the unit exterior normal to (aB) and [A] ::: 
A+ -A-. 

The expression (4.17) is that resulting from the 
analysis of Dixon and Eringen22 for the case of 
magnetostatics, when no discontinuity surface exists 
in (BR ) and the currents are neglected. It also results 
in the same conditions from the relativistic treatment 
of Grot and Eringen. 3 9 For the analysis of surface 
tractions on (aBR ) and for the case for which a dis
continuity surface exists in (BR ), the surface terms 
corresponding to (4. 17) are derived in Appendix B. 

5. FIELD EQUATIONS IN THE DEFORMED CON-
FIGURATION 

We call TR the "macro" Piola stress tensor and, by 
analogy with the couple theory, T}f) the "micro" Piola 
stress tensor.40 Eqs. (4. 8) and (4.9) with (4.14), 
(4.15), (4.17) and (4.18) take the form: 

(5. 1) 
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+ PR(B - ~:)J 
x Il = ~iJ., in (BR )· (5.2) 

In component notations, we have 

( ) 
K a;y 

TR = PR-h-
h aX.K 

(5.3) 

Introducing the Cauchy stress tt by 

(5.4) 

where 

(5.5) 

and, via the identity41 

(5.6) 

Eq. (5. 1), in the deformed configuration, takes the 
form 

1,/;1 +PIlIBI;h +pj" =:P,jhin(B) (5.7) 

If the same approach is considered for the" magnetic 
stress" (not to be mistaken with the Maxwell stress 
tensor) 

then (5.2) takes the form 

where we have set 

B == _ a;y =: b* (1') • 
L all 

(5.10) 

Eq. (5. 9) is a torque equation which may be written 
concisely 

(5.11) 

with 

B =B B -1( arr I) ( 12) 
(eff) - + L + P \f all.K x .K i/' 5. 

Equation (5.11) is an equation for the balance of mag
netic angular momentum where the angular velocity is 
given by an effective magnetic field which includes the 
anisotropy effect through LB and the exchange forces 
due to the presence of material gradients of the mag
netization. These latter reflect the neighboring spin 
interactions according to Brown.14 

Introducing the dual S of Il: 

S == dualll,Le"Sln =: E1ni/-Li, 
with 

/-L~ = /-Lkll k = ~Skplk. 

Eq. (5.11) may be written in the following form 

PSkl - 2rB[k Mil 
- (eff) , 

(5.13) 

(5.14) 

which provides a useful suggestion for the equation 
satisfied by the spin tensor in four-dimensional analy
sis. 

6. BOUNDARY CONDITIONS 

Using the relations (4.10), (4. 11), (5.4), and (5.8) we 
can give a set of boundary conditions on (all) in the 
deformed configuration. In the absence of any 
mechanical couple stress vector on (aB) and the mag
netization being zero outside (B), it is reasonable to 
take t(p.) = 0 on (aB). From (4.10) and (4.11), it then 
folloJls that: 

P a!~ xl.Kn l = tk = Tk - (M'[B))nh on (aB) (6.1) 
.K 

since, similarly to the decomposition (4.16), we set on 
the frontier(aB) 

where Tk is a mechanical stress vector prescribed on 
(aB) and the second term is the magnetic contribution 
to the surface traction (cf. Appendix B). 

With the foregOing assumptions, Eq. (4. 11) yields 

a;Y I ( ) 
P/-L[rn-

a 
kl X .Knl = 0 on aB . 

/-L .K 
(6.2) 

It is clear that the Lagrange multipliers became ir
relevant in the formulation. Nevertheless one can 
determine them (or at least the combination "1\ - VR • L) 
since we should take in all rigor from (4.6) 

(6.3) 

but clearly from Eq. (5. 9), only the part of LB orthogo
nal to Il is of importance, and, without loss of general
ity, we may take 

hence the value of ("1\ - VR'L) 

1 a;y 
A - VR'L == - - - 'J.I.. 

/-L~ Gil 

Remarks 

(6.4) 

(6.5) 

(i) The equation of energy can be arrived at by 
manipulating Eqs. (5. 7) and (5.9) but we provide a 
more direct approach in Sec. 7. 
(ii) Steady discontinuity surfaces will be dealt with in 
the next section. Their introduction requires an appro
priate extension of the Green-Gauss theorem, (see 
Generalized Green-Gauss theorem in Eringen, Appen
dix of Ref. 34. 
(iii) The equation (5.11) obtained from the Lagran
gian density (4.13) describes a rotation of Il in the 
plane formed by the magnetization Il(at t = t1 ) and the 
effective field B (eff) of the equilibrium condition. It 
is however observed43 that the vector Il spirals into 
parallelism with B (eff) , an effect that can be repre
sented by adding a damping term to Eq. (5. 11). Though 
we restrain from introducing a too special form of 
dissipation (this would be inconsistent with the non
linearity of the nondissipative terms derived from the 
potential g-), this could indeed be taken into account in 
the present formulation. All we need to do is to add a 
term 
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to the expression (3.8). With a a damping coefficient, 
the Rayleigh dissipation density <R is defined as 

(a) ()l = ~PRClIl;1/£2. 

Equation (4. 9) when transformed into the deformed 
configuration would then yield 

The last term of this equation which describes the 
approach of " to B (eff) in a more realistic manner 
than Eq. (5. 11), has already been introduced by Gilbert 
and Kelley44 and is known to give a good description 
of the loss mechanisms in a number of applications in 
ferromagnetic resonance; in fact a better description4 3 

than the supplementary term A(B (eff) x ,,) x " intro
duced earlier by Landau and Lifshitz.l0 For small 
damping, we can replace it in the last term of Eq. (b) 
by its value given by Eq. (5. 11) and, setting A = 
- Clr/Ils ' we obtain an expression similar to that of 
Landau and Lifshitz: 

where B(eff) in general contains nonlinear expres
sions. 

7. EUCLIDEAN INVARIANCE REQUIREMENT 

We now apply the requirement of Euclidean in
variance (i.e., Galilean invariance) first used by the 
Cosserats45 and taken over by Toupin18 (see also 
Maugin46 ). It allows us to obtain the balance equa
tions including the equation of energy balance by 
application of Noether's theorem of invariance for 
the group of transformations 

X*k = x*k (X, t*) = Q kZXI(X, t) + C k, 

Il *k = Il *k(X, t*) = Q kzlll(X, t), 

t* = t - a, 

(7.1) 

where c is an arbitrary constant vector,Q is an 
arbitrary constant proper orthogonal tensor and a is 
an arbitrary constant. Invariance under (7.1) repre
sents the restrictions to be placed on the field equa
tions deduced from the variational formulation under 
the group of rigid body motions and time shifts. 

We consider infinitesimal transformations generated 
by (7.1) specifically, three sets of variations corres
ponding to these infinitesimal transformations: 

(i) shift of coordinates: 

(7.2) 

where d is an infinitesimally small constant vector. 

(ii) rotation: 

(7.3) 

where e is infinitesimally small and Q is an arbitrary 
constant skew symmetric tensor. 

(iii) shift of time: 

(7.4) 
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where w is the angular velocity of ". We shall also 
use 0, the dual of w defined by 

Oij == Eijk Wk • 

We set 

(7.5) 

(7.6) 

(7.7) 

(7.8) 

E is called the energy. A form more interesting can 
be given for 0 W. First the constraints (3.5) can be 
discarded as has been shown above. Second, since 68 
is arbitrary and dual Q represents a rotation of the 
same nature, we can take 

68 = e dual Q, i.e., 

Thus, using definition (5.13), we have 

it ·08 = ~ eSkzQZk. (7.10) 

Necessary and sufficient conditions that (3.8) holds 
for the special variations (7.2)-(7.4) are: 

j PRmidvR]t2 - f dt f PRbidvR (BR-r R) tl t (BR) 

- fdt f (iR)idsR = jdt j ;£:dVR , (7.11) 
t (aBR-rR) t (BR-rR) X' 

f PRA kZ dVR]!2 - jdt j PR(X[kbl] + ll[kb(W)dvR (BR-rR) 1 t (BR) 

- fdt f {X[k(tRhl + ll[k(tJr»)zMsR 
t (BR-rR) 

+ fdt f (PR/2r)Skl dvR = fdt f PRKu.11dvR, 
(BR-rR) t (BR-r) (7.12) 

f PREdVR]t2 - jdt f PR(bkx k + 1l,p\P)~k)dvR 
(BR-rR) tl t (BR) 

+ J dt f (PR /2r)Skl OI"dvR 
t (BR-rR) 

- f dt f {(tR)k Xk + Ilk(tl»)IOlk}dsR 
t (aBR-rR) 

= - f dt f ~; dvR • (7.13) 
t (BR-rR) 

Here we have considered a steady discontinuity sur
face (rR ) in (BR ). 

We say that the variational principle satisfies the 
Euclidean invariance requirement if and only if: 

:: =: 0, K[!,z] = 0, ~7 = O. (7.14) 

If these conditions are fulfilled, then (7.11)-(7.14) are 
the global balance laws in the reference configuration, 
i.e., the conservation of momentum, moment of 
momentum, and the conservation of energy for the 
body (BR ) as a whole for nondissipative processes. To 
them must be adjoined the integral form of the con-
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servation of mass: 

J PRdvR = const. (7.15) 
(BR-rR ' 

Note that, according to Appendix B, the total body 
force (for the case of magnetostatics, with the cur
rents neglected) reads: 

J PRbdvR = J PR{f + (VB) ·,,}dvR 
(BR) (BR-rR) 

+ J JF;l·NR (M·[B])dsr • (7.16) 
(rR ' R 

In order to establish the second term in the reference 
configuration, we have made use of the identity 

(7. 17) 

which follows from (5.6). 

Upon using a procedure similar to that used by 
Toupin18 and Maugin46, the special form (4.13) and 
formulas (4.12) and (4.15), it is not difficult to show 
that (7.13) can be written in the form 

J dt J PRfrdvR - f dt J PRJJ.j,b't'Q}kdVR 
t (BR-rR). t (BR-rR) 

- fdt J [TkKXk + 1J..~T(Il)XUlk]N. ds 
t (r) I 'K rR 

R 

+ fdt f (ThK Xk K + IJ.k1)Il)KUlk K)dvR = O. 
t (BR-rR ) ' '(7.18) 

Equations (7.11), (7.12), (7.15), and (7.18), subject to 
(7.14), are posited to be valid for every part of the 
body and the discontinuity surface (r~). The local 
balance laws in the reference configuration (and after 
some transformations, in the deformed configuration) 
follow. 

(a) Equation of momentum balance: 

;1 (pv k) = (t kp + t(~I;.) - pvkvP);p + pf in (B - r), 
(7.19) 

(7.20) 

where we have used (4.13). Here t"p is given by the 
second of Eqs. (5.4) and we have set 

t kf> -pBP;k" 
(em);p - "'P' 

[t(;I;.)] np = MP[BP] n k. 

(b) Equation of spin angular momentum: 

Introducing the notations: 

(7.21a) 

(7.21b) 

Lkl == -lJ.k b\Il), n,.1 = IlkM(r, Ski = Dkl + (1/2r)Skl' 
(7.22) 

M - lJ.. t(ll) pq r - - , LP qlr (7.23) 

where, for the lack of better terminology, we call L 
the body couple, D the extrinsic spin (in oppoSition 
with the intrinsic spin S/2r), S the tolal spin and M 
the magnetic couple stress (a third order tensor). We 
obtain from (7.12): 

P(S[k/l + iL~nl/l) = Mh/;P + pLrk/l + t[Ul in (B - r), 
(7.24) 

(7.25) 

Upon use of (4.13), (4.19), and (7,. 21b), these formulas 
reduce to 

(p/2r)Spq == MPq~r + t[qp] + pB[Pllq] in (B - r), (7.26) 

[x[ptq]r + Mpqr]n r + (M '[B] )x[PnQ] == 0 on (r). (7.27) 

Eq. (7. 26) looks like a couple stress equation,18 We 
emphasize here the analogy existing between the 
manifestation of extra degrees of freedom due to ex
ternal causes (i.e., magnetic field) and those due to 
pure mechanical (or structural) causes (e.g., micro
polar theory47). This analogy persists throughout the 
treatment. 

(c) Equation of energy: 

From (7. 18), on account of (4. 13), (7.22), and (7.23), 
we obtain 

pfr = pLklU kl + tklvk;1 + MklmUhl;m in (B - r) 
(7.28) 

(d) Equation of continuity: 

~i + V'(pv) = 0 in (B - r), 

[pv]·n == 0 on (r). 

(e) Boundary conditions: 

They are 

tk = tklnl on (oB - n, 

(7.29) 

(7.30a) 

(7.3Cl» 

(7.31) 

where tk is given by the right-hand side of Eq. (6.1), 
and 

M
pqr 0 un) nr = on (oE - n. (7.32) 

The latter is obtained by letting the surface of dis
continuity (r) coincide with the frontier (oB) in 
formula (7.27), the magnetization vanishing outside 
(E). MP(qr) is the interior value of MPo/ on the surface 
(oE). 1n 

Finally we recall the constitutive equations. They are 
given by the definitions 

05' t,1 = p--xl 
R ox A ,x, 

K 

Equations (7.19), (7.20), and (7.26)- (7.33) constitute 
the fundamental set of field equations, boundary condi
tions and constitutive equations for the theory of mag
netically saturated elastic solids (jor the case oj 
quasimagnetostatics with the currents neglected). 
They are supplemented with the Maxwell's equations 
(4.19) to which must be adjoined the jump relations: 

n'[B] = 0, n x [B] = n x (PIJ.] on (r). (7.34) 

The field equations are identical to those found in 
Sec. 5, except for the spin angular momentum equation. 
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In fact, even Eqs. (7.26) and (5.11) are identical. This 
is shown as follows: 

From the definition (7.8) and the expression (4.13), 
we find that the second of Eqs. (7.14) gives: 

a~ o~ a~ au;- Xll,K + ~ Illl + au;- Illl.K = O. (7.35) 
x .K Il JJ. .K 

Upon use of the first of Eqs. (7.33), Eq. (7.35) (which 
is referred to as the" Ellclidean invariance require
ment") yields a constitutive equation for the antisym
metric part of the stress tensor: 

( 
a~ ag- ) 

t[kiJ = - P ~ Illl + -;;-u;- Illl.K • 
ull ull .K 

(7.36) 

This is identical to Eq. (7. 53) of Brown,!1 It will be 
shown in Part II that, as a consequence of the objec
tivity requirement, the last term of (7.36) vanishes. 
Therefore if we set, as in Sec. 5: 

(7.37) 

we get 

(7.38) 

Finally, upon carrying (7.36) into (7.26) and using the 
second of Eqs. (7.33), we obtain Eq. (5. 11). 

8. DIRECT APPROACH THROUGH BALANCE LAWS 

A. Nondissipative Case 

It is of interest to compare the foregoing variational 
treatment with the direct approach based on the state
ment of the global balance laws. The latter follows a 
thorough analysis of the forces and couples acting 
upon the continuum. In a paper,15 Tiersten has con
structed such a model. In his description, the elec
tronic spin continuum built up of magnetization vec
tors attached to each material pOint is assumed to 
possess properties such as those enunciated in Sec. 3. 
The balance laws are stated and are similar to the 
set (7.11)-(7 0 13), and (7.15) but for the moment of 
momentum equation which is split into two parts due 
to the coexistence of two continua that can rotate in
dependently. The moment of momentum equation of 
the continuum built up of the material points gives in 
our notations 

(8.1) 

and the spin angular momentum equation of the elec
tronic spin continuum reads 

(plr)':"i = PEijh(Bj + LBj + p- 1tJIl?';')l1h 

+ Ei j k t(l') mllk'm in (B - r), (8.2) 
J • 

(8.3) 

It will be shown in Part II, while studying the objec
tivity, that the last term of (8.2) is zero. Therefore 
(8.2) is similar to (5.9). We may say that the struc
ture of Eq. (8. 2) resulted from two postulates: 

Postulate A: Motivated by the classical formula of 
Larmor precession, it is posited that the couples act-
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ing on the electronic spin continuum are of the form 
(R x M where M is the magnetization per unit volume 
and (R is a quantity proportional to a magnetic field. 

This is of course a kind of petitio principii since the 
postulate gives at once the final form of the equation 
satisfied by the magnetization field. No such postulate, 
except for the action of the Maxwellian field, has been 
used in the variational treatment. 

Postulate B: The short-range vector field describ
ing the interaction between neighboring spins satisfies 
a principle similar to the Cauchy principle for stres
ses, i.e., 

(8.4) 

where n the unit positive normal to a two-dimensional 
surface element. 

According to Postulate A, the neighboring spin inter
action produces on the magnetization field a surface 
couple of the form: 

(8.5) 

Hence, the following form of the global electronic 
spin momentum balance: 

d J Pil J J dt -dv = (B + LB) x Mdv + t(/l) x Mds 
(B-r) r (B-O (aB-r) (8.6) 

which yields (8.2). 

Note that Tiersten's approach permits us to grant a 
phYSical significance to LB. It represents the local 
interaction between the material continuum and the 
magnetization field. This interaction verifies the 
third law of Newton. Thus'LB appears in both equa
tions (8.1) and (8.2). 

Furthermore, we note that Tiersten uses a form for 
the magnetic forces which differs from ours. It can 
be shown, by a redefinition of the stresses and of the 
potential ~,that the two forms yield equivalent field 
equations. The statement of balance laws as a start
ing point, in contrast to the variational treatment 
given above,48 allows us to deal with dissipative pro
cesses. In that case, the balance of energy equation 
takes all its importance and we need consider the 
second law of thermodynamics in order to obtain re
strictions on the constitutive equations. 

B. Dissipative Processes 

According to Tiersten, 15 the global balance of energy 
equation is 

:t J (~pV2 + pEl dv 
(B-r) 

J {t·v + (t(/l) x M)'w + q·n}ds 
(2B-r) 

+ J {(B x M)'w + f(em>'v + pf·v + ph}dv, 
(B-r) (8.7) 

to which we add the second law of thermodynamics 
postulated as usual as49 

#t J PTldL'- J P~gdV- J g-1q·nds20.(8.8) 
(B-r) (B-r) ( a B-r) 
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In these equations, we have defined the following quan
tities: 

E == internal energy per unit mass, 

TI = entropy per unit mass, 

B = thermodynamical temperature, 

h = heat supply per unit mass, 

q = heat flux vector, 

w = angular velocity of the magnetization, 

J(e1m)= t(~~;k = pBh;liJ.h' 

Upon using the standard procedure, we deduce from 
(8.7) and (8.8) the local equations 

+ qk;k + pit in (B - r), (8.9) 

prj - (qk/B);k - e-1ph ~ 0 in (B - r), (8.10) 

[(~pV2 + pE}Vk + t1kvi + t(Il)II,,lz - qk]nh == 0 on (r), 
(8.11) 

[qk/e + PTlz,k]nk :0: 0 on (r). (8.12) 

We decompose Vl;k into its symmetric and skew sym
metric parts: 

(8.13) 

On account of (8.1) and (8.13), Eq. (8. 9) can be writ
ten in the following form which proves to be adequate 
for the discussion of the Clausius-Duhem inequality50: 

pi. = t(Wd/d + t(Il)i[Y,lq;r -PLBq,lq 

- PJl[kLB11wkZ + qk;h + ph. (8.14) 

Upon substitution of h from (8. 14) into (8.10) and in
troduction of the free energy per unit mass 'li by the 
relation 

(8.15) 

we obtain the Clausius-Duhem inequality: 

- (P/e)(~ + ~TI) + e- 1 t{hl)dkl - * LBk(/J.k - WlkfJ.1} 

+ e-1 t(/J)i[Y/J.q;r + e-2q k e. k ~ 0 in (B - r), (8.16) 

Note that 

01>1 == iJ.;2 iJ.[p/J.q]. (8.17) 
Thus, 

t(Il)i[Y,', == M1>1rn 
t"q;r ··iXJ;r , 

(8.18) 

and Eqs. (8. 9), (8. 11), and (8.16) can be equivalently 
written in the "couple stress" form 

p E = thi v k;1 + MiXJr Q1>1;r + P iJ.qLBPQiXJ 

+ qk;h + ph in (B - r), (8.19) 

[(~pv2 + pE)V k + tZkvz + M1>1kQp:j - qk ]n k = 0 on (r), 
(8.20) 

- (P/B)(~ + 81) + B-1tkl VA;l + e- 1MPiJY0Jq;r 

+ (p/e)iJ.qLBP0Jq + e- 2qk e. k ~ 0 in (B - r). (8.21) 

If the medium considered is nondissipative, th~n 
qh = 0, h = 0, and E can be replaced by the strain 
energy function ~ in (8.19). Hence (8.19) becomes 
identical to (7.28) while (8.21) takes the equality 
form. 

It remains, in this approach, to determine the con
stitutive equations. In this regard, the following re
mark is in order: In Sec.4, the first two of Eqs. (4.12) 
are pure definitions. In this subsection t h I and 
t(ji)ld have been granted a physical significance since 
the postulation of balance laws but their form as func
tion of the constitutive arguments is still unknown. 
It is the purpose of the next paragraph to arrive at 
their form in order to compare to preceding results 
(5. 4b), (5. 8b) and (5.10). 

C. The Positive Entropy Production Requirement 

Following Eringen,51 we require (8.16) or (8.21) to 
be verified for any independent dynamical processes. 
Constitutive relations for the nondissipative parts of 
the constitutive variables will follow. We assume 
that the constitutive variables thl, t(ll) hi, and LB k pre
sent recoverable and dissipative parts. Thus we set 

t kl R[kl D kl 
== + t , 

B" == RBk + DBh 
L L L' (8.22) 

t(Il)M = Rt(fiJ /,1 + Dt(ll)hl • 

In the sequel, the recoverable parts are shown to be 
derivable from a potential, the free energy 'li. In 
agreement with the form (4.13), we consider a non
linear elastic solid of grade one of which the free 
energy may be written as 

(8.23) 

In taking the time derivative of >¥, we take account of 
the constraints (3.5) by introducing four Lagrange 
multipliers A and LK, K == 1,2,3. Thus 

. o'li· . a'li. i3'li ( •. ) . 
l}I = -- v!· x J + - iJ.' + -- iJ.'., x J 

axi .J ,K a i a i oJ.K 
.K iJ. iJ..K 

+ AfJ.i,li + LK(,liJl;.K + iJ.i,l~jX!K}' (8.24) 

in which the following identities have been used: 

(8.25) 

Upon carrying the expreSSion (8.24) into (8.16), we 
obtain 
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+ e-1 Dt ji Vj;; - (p/e) fB k«(J.k - Wv.JJ.l) 

+ (P/e)Dt(JJ)kI~k;1 + (j-2q k e,h ~ o. (8.26) 

If this is to hold for any independent dynamical pro
cesses (Le., variations d ij , wij , (J.i, (J.~j' 6), the follow
ing equations must be satisfied: 

R ( , ') a'll ') t IJ = p-- xJ 
a ,K , 
x(i.K 

Rt[ij] a'll j] Bli jJ 
=P--X,K=PL J.l, 

aX[i,K 

RBi = _ (a'll + AJ.li + LKJ.li \ 
L aJ.li ,K) , 

R ( ) " aqr, K . ' t JJ IJ = P -- xJ + pL J.l'xJ a J.li,K ,K ,Ii> 

aqr 
T/=-afj' 

Equivalent to (8.29), we have after (7.23) 
aqr 

RMJxIr = p -- J.lqlxY , 
aJ.l[p,K ,K 

with 

(8.27) 

(8.28) 

(8. 29) 

(8.30) 

(8.31) 

The nonvanishing part that remains in the lhs of 
(8.26) is a constraint imposed upon the entropy pro
duction: 

pe~ = Dtklvk;l - pfBk/;.k + Dt(JJ)kl/;'k;1 + qk;k + ph. 
(8. 32) 

The Lagrange multipliers are found by noting that 
only the components of LB and t (JJ) orthogonal to 1.1. 

are of importance. We find 

LM=_~ ~ 
aJ.l~M J.l~ , 

A = _ aqr J.lk (8.33) 
alJ.k IJ.~ • 

We set 

Dt kl = fBk = Dt(JJ)k1 = DMpqr = O. (8.34) 

Then, upon use of (8.28) and (8.33), (8.1) becomes 

t[ kl] _ aqr aqr J.li 
- -P -- J.ll] + P-,- - lJ.[k M IJ.ll • 

alJ.(k alJ.',M J.l~ • 
(8.35) 

The last term will be shown to vanish when we study 
the objectivity in Part II. Furthermore, upon carrying 
(8.28) and (8.29) into (8.2), we obtain explicitly: 

(p/r)/.ii = PEijk[B, -~ - LKIJ.' - (A-\7 0 L)IJ.' 
J of,J.J J.K R J 

'" ~ (lit ) + E'}" p -,- xm IJ.k' • alJ.} .K ,m 
,K 

(8.36) 

Given the degree of arbitrariness in the definition of 
the constitutive variables when one constructs a 
model, we can adopt the new definitions 

(8. 37a) 
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t(JJ) m = (lit m 
j - P(llJ.i x.K • (8.37b) 

,K 

Note that the combination (A - V R 0 L) already encoun
tered in Sec. 6 is of no importance and the correspond
ing term can be dropped in Eq. (8. 36). 

The set of results is in full agreement with those of the 
variational treatment except for the constitutive equa
tion (8.37a). The complete similarity is arrived at 
after the study of the objectivity requirement51 in 
Part II. 

9. THE EINSTEIN-DE HAAS EFFECT FOR A BODY 
ASA WHOLE 

~t is well known that a freely suspended body, on be
mg magnetized, begins to rotate. This is the Ein
stein-de Haas effect. 52 - 54 The inverse effect exists: 
A uniform rotation causes a magnetization linearly 
dependent on the angular velocity (this without any 
external magnetic field). It is called the Barnett 
effect. 54 - 56 Let us show that these effects are con
tained in the foregoing theory. 

We add Eq. (7.26) to Eq. (7.19) to gather all contri
butions, that is, mechanical and magnetic, in the 
total local law of conservation of moment of momen
tum. After integration over the whole body (B) and 
transformation of some terms, we use the Green
Gauss theorem (discarding discontinuity surfaces 
which add nothing to the present result) for the di
vergence terms. On account of the fact that the con
servation of mass (7. 30a) can be written in local 
form 

d 
dt (pdv) = 0, 

we obtain the global conservation of moment of mo
mentum in the deformed configuration 

df 'd dfP dt PX[k XI] v = - dt - Ski dv 
(B) (B) 2r 

+ £kl (mech) + £ kl (magn), (9.1) 

where we have used (7.16) and set 

£kl(mech) == f pX[kfl]dv + J x(kTl]ds, (9.2) 
(B) (aB) 

£hl(magn) == (L P {1J.[h Bll + Il mX [h Bmil]} dv 

+ J {Mk1
m

n - (p"o[B])x[knl]}dS. 
(BB) m (9.3) 

Equations (9. 2) and (9. 3) representthe totalmechani
cal couple and the total couple due to the presence of 
magnetization in the body, respectively. In absence of 
these couples and, if the initial angular momentum of 
the body (B) is nil, Eq. (9. 1) yields, after integration 
with respect to time, 

G = - r-1 f PI.I. dv 
(B) , 

where the angular momentum of the body (B) has 
been defined as 

(9.4) 

em = f pEmkl xkx1dv. (9.5) 
(B) 

Eq. (9. 4) represents the conventional Einstein-de 
Haas effect for the whole body (B), while Eq. (9. 1) is 
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a more general equation, given in differential form, 
which involves effects of other sources. 
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APPENDIX A: THERMODYNAMICS OF ROTATING 
SYSTEMS 

Based on the Thermodynamics of rotating systems, 
one can give another argument leading to formula 
(2.14). Let E and E' respectively be the density of 
energy in a fixed coordinate system and in a coordi
nate system moving with an element of matter having 
the angular velocity w about a fixed axis. Classical 
mechanics 57 gives the relations 

with 

E' = E -wol, 

ilE' 
1=- ilw 

(A1) 

where 1 is the angular momentum. In a rotating sys
tem, we have 

6E' = 8(1) -106w , (A2) 

where the scalar 8 is the thermodynamic tempera
ture and 1) is the entropy density. If we select 

1 == - p./r, (A3) 
w == (p. x A/JJ.~) + (WUJ/JJ.~)p., 

it follows that 

(A4) 

Note that the last term differs from zero since 6p. is 
a virtual variation. Eq. (A4) can be written as 

(A5) 

We call 60 the anholonomic quantity p. X61l/JJ.~, hence 
the relation (A5) reads 

(A6) 

(00 is a vector not to be confused with the tempera
ture 8.) Integrating over the undeformed volume and 
over time, we get 

6W=6J dt J PREdvR 
t (BR ) 

= J dt r PR [1(1) dVR + J dt 
t (Bit) t 

One must take account of the first term of the latter 
relation if one introduces 1) in go. 

APPENDIX B: THE PONDEROMOTIVE FORCE AND 
COUPLE IN A POLARIZED AND MAGNETIZED 
MEDIUM 

(a) It was pOinted out in Sec. 4 that we are at liberty 
to choose a formula for the volume ponderomotive 
force. However, once thi~ is chosen, the correspond
ing surface term on the boundary of the body and the 

jump term across a discontinuity surface are fixed. 
In order to determine these terms, we examine, in 
this appendix, the total ponderomotive electromag
netic force and couple acting upon a body (B) when a 
steady discontinuity surface (r) exists in (B), the 
currents not being neglected. We give a derivation 
for magnetostatics; that for electrostatics follows the 
same line. 

To start with, consider the magnetic stress tensor 
f <-,,,/:) given by the relation 

(B1) 

and the Maxwell's equations for magnetostatics in 
matter 

n X [H] = c-1K, [B]on = 0, no[J] = 0, 

in (B - r), 
(B2) 

on (ilB - r) and on (r), (B3) 

In these equations, B, H, M, J, Jc and K are the mag
netic intensity, the magnetic field, the magnetization 
per unit volume, the total volume current, the con
duction current, and the surface current, respectively. 
n is the positive oriented normal to (ilB - r) or- to (r) 
and the familiar symbolism [ ... ] represents the 
jump, Le., [A] = A(+) - A(_) . gkP is the metric tensor. 

Upon using (B2) and the relations 

H = B - M, M = pp., (B4) 

where P is the density of matter and p. is the magneti
zation per unit mass, we obtaip. the ponderomotive 
force f(em) per unit volume as 

(B5) 

or, equivalently, 

f(em) = c-1J X H + (M o'V)B + ~ 'VM2. (B6) 

The corresponding ponderomotive couple per unit 
volume is: 

C(em) = p X fp + M X B, 

where p is the position vector and fp is given by 

fp = f(em) - fL' 

with 
fL == c-1J x B. 

(B7) 

(B8) 

(b) In order to compute the total ponderomotive force, 
we consider a control surface (8) enclosing the ma
terial body (B) and very close to the boundary (ilB) of 
(E). Thus, we consider (ilB) to be a discontinuity sur
face in the total volume enclosed within (S). We write 

Fdm} = J td::'} nkds. (B9) 
(8) 

Upon using the generalized Green-Gauss theorem 58 

when a discontinuity surface (r) exists in (B), we have 

F i - J tik dv <em} -(em); k 
s-( r+aB} 

(B10) 
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From (Bl) it follows that the first term of (BlO) is 
nothing but the volume integral of (B5). We analyze 
the second or third term in detail. The followingdefi
nitions for the jump and the mean value on a surface 
are used: 

The following identities hold: 

[AB] = A[B] + [A]B, 

[A 2] = 2A [A]. 

For a quantity B such that [B] on = 0, we have 

Bon == Bon, 

From (Bl), we see that 

I i - [t ik ] n ('Cmagn)- (em) k 

= [HiBk- iB2gik + MoBgik]nk· 

We set 

(Bll) 

(BI2) 

(BI3) 

(BI4) 

(BI5) 

B(t) = n x (B x n). 
(Bl6) 

Similar formulas are written for M. From the first 
of Eqs. (B2), we have 

[B] = [B{t)]. (BI7) 

Upon use of (BI7), (BI4) and (BI3), Eq. (Bl5) yields 

dCmagn) = (Bon)[H] - (Bo[B])n + [MoB]n. (BIB) 

Transforming the second term by use of (B4) and 
using (BI2) for the last term, we obtain 

d(magn) = (Bon)[H]- (Bo[H])n + (Mo[B])n 

Note that the two first terms of the last equation com
combine to give (n x [H]) x B after the vectorial 
identity 
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Variational principles of the Lippmann-Schwinger type are used to develop approximations to eigenenergies and 
eigenfunctions within the wave-operator formalism. The present approach starts with exactly soluble 'primary' 
eigenvalue equations to give explicit results valid beyond the limits of conventional perturbation theory. The 
variational functionals are expressed in terms of resolvents of the primary Hamiltonian, and bounds to the func
tionals are constructed also for cases where the resolvents are only partly known. Approximations to eigen
energies and eigenfunctions are obtained in terms of quantities in the Brillouin-Wigner perturbation theory. 
Connections with methods for upper and lower energy bounds are discussed, and the convergence properties of 
the nonlinear Pad':; summation is recovered in this way. Closed formulas within the double perturbation theory 
framework are presented as a logical extension. 

1. INTRODUCTION 

The wave operator formalism of Lowdin is a con
venient tool for discussing several aspects of the 
eigenvalue problem in quantum mechanics.! It has 
been used to develop compact expressions for the 
Brillouin-Wigner and the Rayleigh-Schrodinger per
turbation theory and more recently to obtain Fred
holm type expansions for bound states. 2 It has also 
proved helpful in the derivation of upper and lower 
bounds to eigenvalues and second -order properties. 3,4 

Parallel developments have occurred in scattering 
theory, giving expansions and bounds for phase 
shifts. 5,6 

In this contribution we want to emphasize the use of 
variational principles of the Lippmann-Schwinger 
type 7 in the wave operator formalism. Although the 
following procedure looks very Similar to that for 
scattering states, there are several new aspects 
worth studying. Since this principle does not require 
normalizable trial functions, it is particularly useful 
in connection with intermediate normalization, and 
may be applied (unlike the Ritz variational principle) 
to both bound and quasibound states. Most of the 
following developments refer to bound states, while 
the connection between these and quasibound states 
has been considered elsewhere. s 

In Sec. 2 we briefly review the wave operator formal
ism and variational principles of the Lippmann
Schwinger type. These principles are expressed in 
terms of reduced resolvents after performing split
ting of the Hamiltonian into a primary part H! and 
H 2 • 

Upper and lower bounds for the variation functional, 
in the case when the primary reduced resolvent is 
only partly known, are given in Sec. 3. Section 4 
finally contains results for specific trial functions. 
It deals with expansions in given basis sets and in 
particular with the energies and states of the Bril
louin-Wigner perturbation theory. This leads in a 
natural way to the concepts of inner projections and 
Pade approximants for perturbation sums. Connec
tions with the theory of upper and lower bounds are 
pointed out where appropriate. 

Finally a formulation within the double perturbation 
theory framework follows as a logical extension of the 
previous analysis. 

The nomenclature is for the most part that of pre
vious work on the wave operator formalism. 3(W 

2. THE WAVE-OPERATOR FORMALlSM AND 
LIPPMANN-SCHWINGER-TYPE VARIATION 
PRINCIPLES 

In the wave-operator formalism the solutions to the 
Schrodinger equation 

(H - E)l/I =:; 0 (2.1) 

are obtained from 

(e - H) lj;(e) == [e - f(e)]rp (2.2) 

by finding the roots of 

e = !(e). (2.3) 
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In Eqs. (2.2) and (2.3), cp is an arbitrary normalized 
reference function, e is a complex energy,f(e) is 
given by 

(<p IH 11P(e» = (<p IHW(e) I <p), 

where the wave operator is defined as 

W(e) = 1 + R(e)H, 

R(e) = (e- PHP)-lp, 

(2.4) 

(2. 5) 

(2.6) 

and R(e) is the reduced resolvent at energy e. Pis 
the projection operator for the orthogonal comple
ment to cp, which means that 

1P(e) = W(e)<p (2.7) 

satisfies intermediate normalization, i. e., 

(2.8) 

Consider a general splitting of the Hamiltonian H into 

(2.9) 

where HI will be called the primary Hamiltonian. 
Introducing the auxiliary quantities 

and 

R 1 (e) = (e- PH1Pt 1 p 

W1{e) = 1 + R 1(e)H1, 

1Pl{e) = W1(e)<p 

we obtain 

f(e) = f1 (e) + g(e), 

f1(e) = (<p IH1WI (e) Icp), 

g(e) = (1Pl (e*) 1[1 + H 2R(e)]H2 11P l (e». 

(2. 10) 

(2. 11) 

(2. 12) 

(2. 14) 

(2. 15) 

(2. 16) 

In this way the formalism allows us to independently 
choose a convenient reference function <p as well as 
the primary Hamiltonian HI' 8 

In order to calculate g(e) we construct a functional 
~[1P' , e], which is stationary with respect to variations 
of the trial function 1P' (e) around the function 1P( e). 8 
This is easily done by defining the functionals 

(2. 17) 

B[1P'] = (1P'(e*) IH211P I(e», (2.18) 
and 

C[ l/I', e] = N I (e*) IH 2 - H 2RI (e)H 2 Il/1'(e» (2.19) 

It then follows that 

8[1P', e] = A[1P'] + B[1fi') - C[l/I', e) (2.20) 

has the desired properties, i.e., if l/I'(e) = 1jJ(e) + 
6l/1(e), then 

8[l/I', e] =g(e) - (6l/1(e*)IH2 - H2R1(e)H2161P(e». 
(2.21) 
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Thus 1P'(e) is determined by varying ~,and using the 
stationary value of ~ around 1P' in the space of trial 
functions S' it follows that 

e == f'(e) + 0(62 ), 

j'(e)=jl(e) +g'(e), 

g'(e) = 8[1P', e], 
where 

0(62 ) = (61P{e*) IH2 - H2RIH2161P(e» , 

i.e., a quantity of second order in 61P. 

(2.22) 

(2. 23) 

(2.24) 

(2. 25) 

Equation (2.23) has an added significance for real 
energies in the discrete spectrum. For opposite signs 
of H2 and R1, 0(02) is either positive or negative; 
hence a solution to 

e =f'(e) = E' (2.26) 

gives, respectively, a lower bound to the energy E s if 
0(62) > 0 and an upper bound if 0(0 2) < O. 

3. EXPRESSIONS FOR THE FUNCTIONAL 

In order to use the variational principle in practical 
applications, we must deal with two features in 8: cal
culation of the reduced resolvent R1 (e) and the depen
dence of fJ on e. 

In Sec. 2 we developed equations where HI could be 
conveniently chosen, so as to simplify the calculation 
of R1 (e). Here we shall obtain expressions for 8 that 
apply even when R 1 is not completely known. To 
prove the following relations, we make use of the 
eigenvalues and eigenoperators of lil = PH1P that 
satisfy 

lioW -EWOW k = 1,2,"', 1 k - k k , 
and 

P =E O~I). 
k"'l 

(3.1) 

(3.2) 

The expression for RI is immediately obtained from 

(3.3) 

and gr follows replacing Eq. (3. 3) in Eq. (2. 20). 
Further results may be obtained in terms of upper 
and lower bounds to 8. Assuming that only the lowest 
eigenvalues and eigenoperators of lil are known, it is 
possible to give upper and lower bounds for 8, fol
lowing Ref. 5. 

Given a positive operator A > 0, one can write 

(3.4) 

where Ih) is a column vector whose elements are the 
functions hI' h2' ..• , h M belonging to the space of A, 
and 

(3. 5) 

It follows that for B < 0 it is 

B-1 ~ Ih)(hIB Ih)-I(hl. (3.6) 

These bounds may be applied to the operator R 1 (e), 
when e is real and e ~ E{D. Then B = (e-H 1)-1 < 0 
and, from Eq. (6), 
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(3.7) 

with P Ih) = Ih). To obtain a lower bound, one writes 

Rl (e) - P(e - EilJ)-l = - P(e - EP»)-l(E'f) 

- Hl)(e- Hl)-l (3.8) 

and, noticing that 

A = P(E<P - Hl)(e - Hl)-l ~ 0, (3.9) 

one gets, applying Eq. (4), 

Rl 2: P(e - EfU)-l - (e - EP»)-l(Ell) - HI) 

x A'(EP) - HI) = Rp>(e), 

A' = Ik)(k 1 (E<P - HI) (e - HI) Ik)-l(k I, (3.10) 

using 1 h) = (HI - E<p Ik), with P Ik) = Ik) and 
OP) Ik)-" O. 

Replacing Rl (e) in Eq. (2.20) by R<j') and R~), we 
obtain the bounds 

3(u)[ltt', e] 2: 3[ltt', e] 2: 3(L}[ltt', e], (3.11) 
where 

&(b) = A + B - C(b), C(b) = (ltt'(e*) IH2 

- H2R<j)(e)H2 Iltt'(e), for b = u, l. (3.12) 

Choosing the function ltt' to approximate ltt, we get, 
from Eqs. (2. 22)- (2. 25) 

Jiu(e) + g~(e) + 0(6 2) 2: f(e) 2: fll(e) + g/(e) + 0(6 2 ) 

(3. 13) 

where the subindices indicate that Rl has been re
placed by the corresponding bounds. Equation (3.13) 
is in a form convenient for iteration. The iteration 
limit now gives upper and lower bounds to E, within 
errors of second order in 61/1 = ltt' - ltt. Further
more, the right side of Eq. (3. 13) gives a rigorous 
lower bound to f(e) if 0(62) 2: 0, and the left-hand side 
a rigorous upper bound if 0 (6 2) :s O. 

Although the previous results were obtained for real 
e :S E(P, it is clear that the previous development 
could be applied, with few changes, to the case where 
e :S E~l), for any n. 5 

4. APPLICATIONS WITH SPECIFIC TRIAL 
FUNCTIONS 

Explicit expressions may be obtained for the func
tional & and for l' only after specific choices of the 
trial function ltt' are made. These choices are dic
tated by the nature of the problem being investigated 
and would take the form of parametrized functions or 
expansions in given basis sets. 

We will consider here expansions of the type 

ltt'(e) = I~)c(e) (4.1) 

which makes use of the basis set ~l' ~2' ... '~N. Re
placing Eq. (4. 1) in Eq. (2.20) 

3(C, e) = (ltt l (e*) 1 H2 Wc(e) + ct(e*)(~ 1 H2Ilttl(e) 

- ct(e*)(~ IH2 - H2Rl(e)H21~)c(e). (4.2) 

Differentiating with respect to c and c t , we get 

and, replacing this in Eq. (2), 

g'(e) = a (e)[C(e)]-lb(e) = stat3(c, e) 
with C 

a(e) = (lttl(e*) IH21~), 

b(e) = (~IH2Ilttl(e) = at(e*) 
and 

C(e) = (~IH2 - H2Rl(e)H21~) = Ct(e*), 

(4.4) 

(4. 5) 

(4.6) 

(4.7) 

provided C-l exists for values of e around E', which 
we can achieve by a proper choice of ~ and H 1" 

Due to the construction of the difference form for &, 
we obtain, if I~) is complete, 

1 = (cp Iltt(e) = (cp 1~)[C(e)]-lb(e), 

1 = (1/J(e) 1 cp) = a(e)[C(e)]-l(~ 1 cp). 
(4.8) 

We shall see later that Eq. (8) does not automatically 
hold for an approximate trial function 1/1' determined 
by Eqs. (4.1)-(4.3), but can be invoked as a con
straint. 

As an application of the previous equations we shall 
develop approximants to ltt(e) and f(e) in terms of 
quantities similar to those in the Brillouin-Wigner 
perturbation theory, but quite general insofar HI will 
be unspecified. We introduce the Brillouin-Wigner 
type quantities 

gn(e) = (lttl(e*) IH2[Rl(e)H2]n-lllttl(e), n;r. 0 (4.9) 

<l>n(e) = [R l (e)H2]nltt l (el, (4.10) 
with 

R(e) = Rl (e) + Rl (e)H2R(e), (4.11) 

Rl(e) = P(e- PHlP)-lp, P= 1- Icp)(cpl, (4.12) 

and e real. 

Choosing ~i = <l>i-l (e), i = 1,2, ... , N, it follows from 
Eqs. (4. 1)-(4.7) that 

(4. 13) 

(4. 14) 

Here we have used the row matrices 

g[ = (gi ,gi+l> ... ,gN+i-l)' i = 1,2, ... ,N + 1 

and the square matrices 

We observe that, rewriting fl (e) = go(e), 

f'(e) =go(e) + gi(Gl - G2)-lgl 

(4.15) 

(4. 17a) 

is the [N, NJ Pade approximant9 ,lo,2 to the energy 
series 

(4. 17b) 

based now upon expansion of Eq. (2.16) in a general 
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basis set given by Eq. (4. 10). Secondly, we obtain for 
H2 2: 0 and R I (e) :s 0 that the error term is 

(4.18) 

so that 

fee) 2: [N,N](e). (4. 19) 

A simple geometric approximation is obtained for 
N = 1, using I~> = Po = lPI{e) which gives2 

f'(e) =go(e) + [gl(e»)2/[gl(e) -g 2(e)], 

lP' (e) = {gl (e)/[gl (e) - g2 (e)]} lP I (e). 

(4. 20) 

(4. 21) 

We see here that (cp IlP'(e» ;r. 1, for g2(e) ~ O. In order 
to incorporate intermediate normalization, we write 

lP = lP 1 (e) + x.. 

(xlcp)=O 

(4. 22a) 

(4. 22b) 

and then proceed to construct a variational principle 
for X. It follows immediately that the functional 

X[x, e] = (lPl(e) IH2R 1H2 1X> + (xIH2RIH2IlPl(e» 

- <x1H2 - H2R 1H2 1X> (4. 23a) 

is of the Lippman-Schwinger type and has the re
quired stationary properties discussed in Sec. 2. 

It is also easily seen that 

(4. 23b) 

Expanding the trial function in the form X' = I~)c(e), 
with 

(cp I~) = 0, we obtain 

c(e) = (~I H2 - H2RIH21 ~)-l(~ I H2RI H21l/1I (e» (4.24) 

and 
(4. 25) 

Further by choosing ~i = Pi for i = 1,2, ... ,N it 
follows that 

f'(e} =go(e} +gl(e} +g2(e} + g~(G3 - G4}-lg3 (4.26) 

and 

lP'(e} = lPl(e) + R1(e}H2lPl(e} 

+ RIH2Ip)(G3 - G4}-lg3' (4.27) 

Equation (4. 26) is the (N, N + 2] Pade approximant to 
the series Eq. (4. 17b),and for 19(02) 2: 0 one obtains 

fee} 2: [N, N + 2]{e}. (4. 28) 

The stationary solutions for 8 or X are identical to 
the results obtained by Lllwdinl via an inner projec
tion of the reaction operator t = H2 + H2RH2• Our 
derivation emphasizes the optimum property provided 
by the inner projection technique,4 which is now seen 
to follow from a variational approach. 

A complementary variational principle for X is 
obtained from 
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A[X'] = (lPl(e) IH2IX'), 

B[X'] = (X' IH2IlPl(e», 

C[X', e] = (X' le- Hlx'), 
and 

~[x', e] = A + B - C. 

(4. 29a} 

(4. 29b} 

(4. 29c) 

(4.30) 

Equation (4. 30) is stationary for variations of lP' = 
lPl + X' around the wavefunction given by Eq. (2. 13) 
and then 

stg.~[x', e] = A[x'] = fee} - go(e} - gl (e) - 19(0 2), 
(4. 31a} 

where 
19(62) = (6xle- H16x) (4. 31b) 

with X = lP(e} - lPl (e) and 6x = x' - X· 

Expanding X' = I~)c(e) with (cp I~) = 0 the variation of 
'JTL gives 

c(e) = (~Ie- H I~)-l(~ IH2IlPI(e» 
and 

sta~[c, e] = (lPl(e) IH21~)c(e}. 
c 

(4. 32) 

(4.33) 

A further choice ~ = Pi for i = 1,2, ... , N leads to 

f' (e) = go(e} + gl (e) + g~(G2 - G3)-lg2 
and 

lP'(e) = l/Il(e) + 1<I»(G2 - G3)-lg2 

(4. 34) 

(4.35) 

Equation (4.34) is the [N,N + 1] Pade approximant to 
the series (4. 17b). Since the result in Eq. {4. 34} is 
identical to that obtained from the Ritz variational 
method with the basis functions l/Il' P1, ••• , PN , we get 
an upper bound to the exact energy E = feE) in accor
dance with 

E:s e = [N,N + l](e} (4.36) 

In particular, when H2 > 0 and RI is negative, we have 

[N,N + 2](e) :Sf(e):s [N,N + l](e}. (4. 37) 

In fact, it is straightforward to show by constructing 
the appropriate trial functions that even and odd 
order approximants, where by definition [N, N + j] is 
even (odd) whenever 2N + j is even (odd), yield a 
sequence of lower and upper bounds to fee). The 
variational principle based on the functional 'JTL[x', e] 
corresponds to the Hulthen-KohnI2 ,13 principle often 
used in scattering theory. 

Returning to Eq. (4), particular applications require 
calculation of R 1 (e). This is simplified when e is 
real via the bounds previously obtained, which do not 
involve the solution of the eigenvalue problem for HI' 
Introducing R<t) and R~) from Sec. 3, we can write the 
following bounds to C(e), 

C(U)(e) = (~IH21~) + (~IH2Ih)(hl e - HIlh)-1(hIH21~), 
(4. 38) 

C(Z)(e) = (~IH21~) + (e- EF»-l[(~ IH2PH21~) 

- (E IH2<E'f) - Hl)A'<E~I> - HI) IE)], (4.39) 

and we obtain 
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a(e){CW(e)}-1b(e) ~ gl(e) ~ a(e){C(u)}-1b(e). (4. 40) 

In this way the calculation of upper and lower bounds 
to E, within 0(0 2) may be carried out simply using the 
inverse of the N x N matrices in Eqs. (4. 38) and 
(4.39). 

Finally a useful application of the general results dis
cussed in previous sections is obtained when H2 re
presents a "physical" perturbation j.LW, such as for 
instance given by an electromagnetic field. The 
standard approach in this connection has been to con
sider an "internal" splitting of H1 into Ho and the 
internal perturbation V = H 1 - H ° and to choose cP = 
(pdO) to satisfy 

(4. 41) 

In this manner the corrections to the energy and the 
wavefunction are systematically given within the 
double perturbation theory framework as developed 
by Dalgarno et al. 14 Variational methods to calculate 
first- and second-order properties have been derived 
by Schwarz15 and Delves. 16 In order to emphasize 
the connections between the two different formulations, 
we will consider the perturbations V and j.LW separ
ately. As a basis for the discussion, we make a 
Raleigh-Schrtidinger expansion of Eq. (4. 17b) in 

powers of H2 to obtain, indicating with upper indices 
the orders in j.L, 

E =j(E) == E(O) + j.LEW + j.L2E(2) + j.L3 E (3) + '" (4.42) 

and 
(4. 43) 

by equating equal powers of p" using Eq. (4. 11) and 

(4.44) 

It then follows that the lower-order energy terms, in 
the strength j.L of the phYSical perturbation, are 

E (0) == go(E co»~ == (cp I H1 + H1R1 (E (0»H1 1 cp) 

= EJO) + (cpdO) I V + VR 1 (E (OJ) V I (,ObO» (4. 45a) 

so that E Co) is the exact eigenenergy for the internal 
Hamiltonian H 1 and 

(1/11 (E (0» I W 11/11 (E (O») 
E(1) - -:::...-----=---

- (1/11 (E (0» I 1ft 1 (E (0») , 
(4. 45b) 

E(3) == (t/l1 (E{O» 1 (W - E{1J)R 1 (E{O»)(W - E(l»R 1 (E(O»)(W - E(l» 1 t/I 1 (E(O») 

(1/11 (E(O» 11/11 (E{O») 
(4. 45d) 

_ E(2) (t/ll(.E<O» I (W - E(I»R 1(E(0» + Rl(E(O»)(W - E(1l) 1 t/ll(E<°») 

( 1/1 1 (E{O» Il,!; 1 (E(O») 

while the corresponding perturbed states are 

t/ll(E{O» == cpdO) + R 1(E (0» V%(O) , (4.46) 

(4.47) 

where t/l1 (E{O» is the exact eigenstate for HI' and so 
on. 

From the definition of R 1 (E{O» we get 

R 1 (E(O» == R o (E{O» + R o (E{O» VR 1 (E{O» (4. 48) 

with Ro(E(O» == P(E(O) - HO)-IP. By application of the 
variational principles discussed earlier, we can write 

E(O) = lim [N, N + 1 ] (E(O» , (4. 49a) 
where N-->OO 

[N, N + 1 HE{O» = EbO) + EiO) + (£2{0»t (E~O) 

- E<'p»-I£~) (4. 49b) 

with the lower indices referring to order in V, and 
(0» (0) . Co) 

1/1 1 (E :::= % + 11m X[N,N+l] (4. 50a) 
where N->OO 

X~~N+l] :::= Itp{O»(E~) - E~»-I£~O). (4.50b) 

In Eqs. (4.49) and (4. 50) we have used the well-known 
Brillouin-Wigner quantities for the internal problem 

(4. 51) 

(4. 52) 

to construct the matrix expressions occurring in Eqs. 
(49) and (50), i.e., 

I III (0)\ - I rn (0) rn (O) (n (0» 
T' / - '1'1 ''1'2 " •• , 'l'N , 

(€;<O»t :::= (£/0), E.;,\0.J., .•• , EkO)i_l)' 

E;(O) == (€;'O), €/'P.J., ... , €J??-l)' 

(4.53) 

(4. 54) 

(4. 55) 

We have chosen the [N, N + 1] apprOximant as an 
example, but we could equally well have treated the 
primary problem by other types of Pade approximants, 
which we have previously introduced. First-order 
properties of the system with Hamiltonian HI may 
now be obtained from the energy term linear in p,: 

(1J l' (1J 
E == ImE[N,N+l]' (4. 56a) 

N~OO 

where 

( CO) I I (0) ) ((o) I I co»~ CO) I (0) I I (0) I (0) ) 
(1) _ ( (0) I I (0), CPo W X [N,N+1] + X [N,N+l] W CPo + (X[N,N'l] (W - (cpo W (,00 » X[N,N+l] (4. 56b) 

E [N,N+1] - CPo W CPo) + 1 + ( (0) I (Q) ) 
X[N,N+l] X [N,N+l] 
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and similarly for hitWer-order properties. Due to 
the construction of EO [~,N+ll from Eqs. (4. 49b), (4. 50b) 
and (4. 56b) a solution for finite N fulfills the require
ments of Delves principle.16 

5. DISCUSSION 

Variational principles of the Lippmann-Schwinger 
type appear convenient in connection with the wave
operator formalism. In addition to the fact that they 
apply to quasibound states,8 they also provide an 
alternative formulation for bound state problems 
previously discussed in terms of operator inequalities 
and inner projections. l ,3,4 

An apparent disadvantage of these variational forms, 
namely that they include reduced resolvents, may be 
circumvented by introducing a primary H;:;miltonian 
Hl that may be chosen to simplify the calculation of 
R 1 . Even when the nature of the physical problem 
determines HI' it is still possible to give upper and 
lower bounds to R I , and hence to the variational func
tional as shown in Sec. 4. 

A variation-perturbation treatment using the quanti
ties of Brillouin-Winger perturbation theory leads to 
useful expressions in terms of Pade approximants. l7 

They contain previous results using inner projections 
and continued fraction expansions. 2,11 These appear in 
our treatment in a simple and natural way. 
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Foundation, Grants NSF GP-16666 and GP-23574, and by the 
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The two-electron integrals which arise in electron-atomic ion scattering theory are expressed as a finite sum 
of terms each involving a generalized hypergeometric function. We give what is believed to be the first finite 
expansion known for the exchange integral. The many well-known recursive and transformation features of the 
hypergeometric functions are then utilized to convertiently and accurately evaluate the integrals with few re
strictions on the values of the parameters. 

I. INTRODUCTION 

We have recently considered the (n12)lS auto-ioniz
ing states of helium 1-3 USing a generalization of 
Fano's4 configuration interaction theory. This 
approach reduces the problem to one of eValuating 
matrix elements involving the orbitals of the chosen 
basis set. These matrix elements require evaluation 
of a number of basic types of integrals involving a 
function which will represent the unbound electron, in 
our case the Coulomb-Bessel functions. Because of 
an increased interest in many-particle variational 
methods in electron-atom scattering theory,5 where 
these integrals arise, we wish to describe our 
methods for evaluating these integrals. 

The matrix elements we shall consider have recently 
been treated by Lyons and Nesbet6 and by Bottcher. 7 

Although Lyons and Nesbet particularly treated the 
matrix elements for the electron-neutral atom case 
involving the spherical-Bessel functions, their treat
ment can easily be generalized for the coulomb
bessel functions arising in electron-ion scattering. 
The reduction of the energy and overlap matrix 
elements to seven basic types of integrals has been 
given in detail by Lyons and Nesbet. We wish only 
to describe our method for evaluating these basic 
integrals. Hence we shall not present the reduction 
of the matrix elements here. Our notation follows 
Lyons and Nesbet. Frequently we shall for the pur
poses of brevity refer to formulas from a reference 
given by the United states National Bureau of Stand
ards. 8 This will be indicated by the notation HMF 
followed by the equation of the handbook. 

The seven basic types of integrals are6 

G("lI.,pl1],k,a) = Joc FA(1],kr)rP-Ae-urdr, (1) 
o 

H("lI.,/l,P 11], k, 1]', k', a) 

= fo<XJ F A(1], kr)F
Il 

(1]', k'r)rP-A-lle-urdr, (2) 

I("lI.,/l,P 11], k, 1]', k') = leG F A(1], kr)~(1]', k'r)rP-A-lldr, 
o ~) 

(4) 

(5) 

(6) 

161 

xJOO F (1]' k'r )rq
- Il e -/3Y2 dr dr (7) 

r[ Il ' 2 2 1 2' 

where for completeness and later reference we have 
added the elementary integral B(p, q 10', /3), which 
does not contain any continuum functions. 

The radial wavefunction in an attractive coulomb 
field of charge Z takes the form (HMF 14. 1. 3) 

F A(1],kr) = CJJ1))e- ikr (2kr)\F1("lI. + 1-17, 2"l1. + 2,2ikr), 
(8) 

where 1) = - iZ/k. When 1) ~ 0 we have 7 (HMF 
14.6.4) 

indicating we can also treat the integrals involving 
the spherical-Bessel functions for the electron
neutral atom case as considered by Lyons and 
Nesbet. 6 We will also have need of the integral re
presentation (HMF 13.2.1) 

(9) 

1 
1F1(a,c,z)=B(a,c-a)-11 Gac(t)eztdt, (10) 

o 

of the confluent hypergeometric function which when 
inserted in Eq. (8) gives 

and B(a, b) and rea) are the beta and gamma func
tions, respectively. 9 

2. THE INTEGRAL G 

The integral G, Eq. (1), upon introducing Eq. (11) 
becomes 

C A (1]) 

(13) 

G("lI.,p 11), k, 0') = B("lI. + 1-1),"lI. + 1 + 1]) 
1 

X I G, _ ,(t)J
co

r Pe-(U+ik-2ikt)rdrdt. (14) o ,,+1 1),2,,+2 0 

Performing the integration over r we obtain 

C A(1)) P! 
G("lI.,p 11], k, a) = B("lI. + 1 _ 1],"lI. + 1 + 1)) (0 + ik)P+1 

(15) 

which reduces to 
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pI 
G(A,P 111, k, a) == C,\(11)(a + ik)P+1 

2'k ) x 2F1(P + 1, A + 1- 11, 2A + 2, __ l_._ 
a + zk 

(16) 

upon identifying the Gaussian hypergeometric func
tion (HMF 15.1.1) by its integral representation 
(HMF 15.3.1) 

1 
2Fl(a,b,e,z)==B(a,e-a)-lJ Gac (t)(l-zt)- bdl. 

a (17) 
Equation (16), along with the many recursion rela
tions which exi&t relating the contiguous 2Fl func
tions,9 (HMF 15.2.10-15.2.27) has been used by 
Bottcher and Lyons and Nesbet to derive recursion 
relations for G which allow their evaluation. Earlier 
techniques10 - l2 involved evaluating 2F 1 directly 
by summation or by some other related approach. 
We use the procedure of Callan et al. l3 

USing one of the Gauss recursion relations for the 
contiguous functions (HMF 15.2. 11), 

1(1- z) 2Fl(a,1 + l,b,z) 

+ [(a-I)(I- z) + (b -[- a)] 2Fl(a,l,b,z) 

+ (1- b) 2Fl(a,l-l,b,z) 

== 0[.& + B[F + y[F_ == 0, 

and the relations 

2Fl(a,o,b, z) = 1 
and 

(18) 

(19) 

(20) 

which can be obtained directly from the Gauss series 
(HMF 15.1. 1), we must solve an nth order system of 
linear equations. In matrix notation this consists of 
solving the equation I A II F = IB, where I A I is a non
singular N x N matrix consisting of the a[, {3j, and YI 
coefficients [Eq. (18)] and I F is a column vector con
taining the needed N 2F1 functions, only N - 2 of 
them really unknown. IB is a column vector consist
ing of zero except for two elements which are set 
equal to one and (1- z)-a, respectively, correspond
ing to the two known 2F 1 functions in the I F vector 
[Eqs. (19) and (20)] and also corresponding to the two 
additional rows in IA I, which each have an appro
priate element set equal to one. This method is parti
cularly adaptable to a computer because of the effici
ent computer codes now available to handle matrix 
algebra, and it minimizes any truncation error arising 
in summation techniques. 

3. THE INTEGRALS H AND I 

If we proceed as in Sec. II and insert Eq. (11) into Eq. 
(2) for H, and integrate over r, we obtain 

H(>", /J.,P 111, k, 11', k', a) 

C,\(11)C
Jl
(11')pI(a + ik + ik')-P-1 

B(A + 1 - 11, >.. + 1 + 11)B(/J. + 1 - 11', /J. + 1 + 11') 
1 1 

x fa fa G,\+1-1).2,\+2(t)G/.l+ l -1),.2Jl+2(S) 

( 
2ikt 2ik's )-P-l 

x 1 - a + ik + ik' - a + ik + ik' dt d(21) 

Identifying the double integral as the integral repre-
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sentation of the F2 hypergeometric function,9,14 

F2 (a, b, b', e, e', x,y) == B(b, e - b )-lB(b', e' - b ')-1 

1 1 
X fa fa Gbc (t)Gb,c,(s)(1 - tx - sy)-adt ds, (22) 

yields15 

C,\(11)Cu (11')P I 
H(A /I plTf k Tf' k' a) - ------

, ,.., "" - (a + ik + ik')P+1 

x F2(P + 1, A + 1 - 11, /J. + 1 - 11', 2>.. + 2, 2 iJ. + 2, 

2ik 2ik') 
a + i(k + k') 'a + i(k + k') • (23) 

Our method of evaluation of the F2 function is given 
in Sec. IV. 

As a goes to zero H becomes I, 

I(A,/J.,P 111, k, Tf', k') = lim H(A, /J.,P 111, k, 11', k', a). (24) 
a'" a 

The evaluation of 1 has been considered extensively 
by Alder et at., 16 Biedenharn et at.17 and others10,lS 
and hence will not be considered in detail here. We 
use their method which involves the well-known ana
lytical continuation of the F2 function in Eq. (23) 
yielding an F 3 function9 and a polynomial. The F 3 

function for reasonably similar values of k and k' 
can be evaluated directly. For k = k' when this pro
cedure breaks down, we use the special case for
mulas of Reynolds et al. 1S and Swamy et al. 19 when 
applicable. A formula for the general case when k = 
k' to our knowledge has not been given. 1S, 19 When 
the formulas of Reynolds are not applicable, a pro
cedure of evaluating the integrals at k = k' :!: E and 
averaging the two results was found to be adequate. 
This procedure was also used for the H, V, and X 
integrals when k == k'. 

4. THE INTEGRALSB, V, W,X 

Insertion of Eq. (11) for the continuum function into 
Eqs. (5), (6), and (7) and reversing the order of inte
gration gives 

C,\(11) 
W(A, p, q 111, k, a, (3) = -----------

B(A + 1 - 11, A + 1 + 11) 
1 

x J G'\+l-1) 2'\+2 (t)B(p, q I (a + ik - 2ikt), (3)dt. 
a . (25) 

V(A, j).,p, q 111, k, 11', k', a) 
C,\(11)CJl (n') 

==----------------~~------------
B(>.. + 1- Tf,A + 1 + 11)B(1l + 1- Tf',1l + 1 + 11') 

1 1 
X 10 10 G,\+1-1).2,\+2(t)GJl+1-1),.2Jl+2(S) 

x B(p, q li(k + k' - 2kt - 2k's), a)ds dt (26) 
and 

X(A, Il,P, q 111, k, n', k', a, f3) 

C),(Tf)C
i1

(Tf') 

B(>" + 1-11~A + 1 + 11)B(1l + 1-11',1l + 1 + 71') 
1 1 

X fa fa G,\+1-1).2,\+2(t)GJl+1-1),.2f1+2(S) 

x B(p, q la + i(k - 2kt), f3 + i(k' - 2k's))ds dt 
(27) 

relating W, V, and X to the integral B which contains 
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no continuum functions. We can integrate B by 
elementary means giving 

q 

B(p,q la,!3) = D c v (p,qla,!3), (28) 
u=o 

where to reduce the notation we have introduced 

tl v-q -1(p + ) I I 
C(p,qla,!3}=f-' lI.q .• 

u (a + i3)p+u+1v! 
(29) 

Substituting Eq. (28) into Eqs. (25), (26), and (27) and 
identifying the remaining integrals over t and/or s 
as the integral representations of 2F l' Eq. (17), F2 , 

Eq. (22), and S, 

S(a, a',b,b'c,c',x,y,z) 

= B(b, c - b)-lB(b', c'- b')-l 

1 1 '/. f f Gbc (t)Gblc I (s)(1 - z s)-a, 
o 0 

X(1 - xl - ys)-adlds, (30) 

respectively, we obtain the closed finite sum of hyper
geometric functions 

q 

W(,\, p, q 17/, k, a, M == C,"<7/) D C u(p, q 1 (a + ik),!3) 

( 

v=O 2ik ) 
x 2 F 1 P+II+I,,\+I-7/,2,\+2'a+!3+ik' 

(31) 
V(,\, jJ.,p, q 17/, k, 7/', k', a) 

q 

= C,\(7/)CI'(7/')2:)c v (P,qli(k +k'),a) 
v=O 

X F2(P + V + 1,'\ + 1- 7/,11. + 1- TI', 2,\ + 2, 

2 + 2 2ik 2ik') ( 
Ii , (a + ik + ik')' (a + ik + ik') , 32) 

and 

X{,\, Ii, p, q 17/, k, rl', k', a,!3) 
q 

==C,\{7/)CI'{7/')'2:)c v {p,qla + ik,!3 + ik') 
v=O 

x S (p + 1 + v, q + 1 - 1','\ + 1 - TI, Ii + 1 - 7/', 
2ik (33) 

2,\ + 2, 2JJ + 2, a + (3 + i(k + k'l' 
2ik' 2ik' ) 

a + (3 + i(k + k ') '{3 + ik' 

for each integral. 

A co~parison of the definition of S above with the F2 
functIon, Eq. (22), reveals the presence of an addi
tional (1 - zs)-a, factor in S. This factor arises from 
the integration over r 1 which necessarily contains 
factors from one of the continuum orbitals. This was 
avoided in Wand V by integrating over the discrete 
orbitals first. Its presence bars the identification of 
S as any of Appel's functions even though it can be 
defined by a somewhat Similar triple series, 

where a,\ is Pochhammer's symbol for r(a + ,\)/r(a).8 
More revealing of the nature of this function is its 
series representation in terms of the F 2 functions, 

S(a, a', b, b', c, e', x,y, z) 

00 a'b' 
== 'B ~~~ZA F 2 (a,b,b' + A,C,C' + A,X,y), (35) 

'\=0 c,\l\. 

in terms of the F 1 functions, 9,14 

S(a, a', b, b', e, e', x,y, z) 
00 a b 

=E "-7x'\F1(b',a',a+A,c',z,y), (36) 
,\ =0 c,\l\. 

or in terms of the Gauss hypergeometric functions 
2F1 (HMF 15.1.1), 

S(a, a', b, b', c, c', x,y, z) 

00 00 a,\a~b{+u 
==~ u~ C{+u'\!U!zuy'\ 2F 1(a + A,b,e,x). (37) 

In general, none of these simple series representa
tions are finite. A finite series representation of the 
S function can be obtained, however, for the range of 
values of the parameters desired in Eq. (33). 

Let us substitute 

(1 - tx - sy)-a == (1 - sy )-a (1 _ _ X_t )-a (38) 
1- sy 

into the integral expression for S, Eq. (30). Inte
gration over" t" using Eq. (17) gives 

S(a, a', h, b', e, e', x,y, z) 

== B(e', e' - b')-1 
1 

X fa Gb,c,(s)(l- ys)-a{I- zs)-a, 

X 2F1(a,b,e'I~Sy)dS. (39) 

We then utilize the well-known analytical continua
tion of the 2F1 series (HMF 15.3.7), which can be 
written in the form 

2F1 (a, b, e, z) 

== ~f~~H~ = ~~(- z)-a 

x 2 F 1 (a, a + 1 - c, a + 1 - b, 1 I z) 

+ r(c)r(a - b)(_ z)a-c(l- z)c-a-b 
r(a)r(e - b) 

x 2 F 1(I-a,c-a,b + I-a,I/z), (40) 

when used along with one of the 2F 1 transformations 
(HMF 15.3.3). Substitution into Eq. (39) along with 
the series expression for 2F 1 (HMF 15.1. 1) yields 
the result 

S(a, a', b, b ' , e, e ', x,y, z) = 
_ (- I)ar(e)r(b - a) f; a,\(a + 1 - ch -a-'\ 
- r(c - a)r(b) '\=0 (a + 1 - b ),\A! x 

1 
x B(b', c' - b ')-1 fo Gb,c,(s)(1- ys)'\(1 - zs)-alds 

+ (- l)a- c f'(c)r(a - b) f; (1 - a),\(c - alA 
f'(e-b)r(a) ,\~O (b+l- ah,\! 

1 
xxa-c-A(I-x)c-a-bB(b' e'-b /)-li G (s) , 0 b,c I 

x (1 - ys)-a+b+A(1 - zs)-a' (1 _ -y-s\ c-a-b ds. 
l-x'/ (41) 
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Consider now the integral over s in the second sum
mation. Inserting the transformation 

t 
s = -r.(1'--z')-+~tz- (42) 

gives 
1 

(1 - z)c+c,+,,-a'-2 a-b'1o Gb,c,(t) 

(
' y - z)-a+b+" ( y + zx - z ) c-a-b 

X 1- t-- 1- t ) 1 - z (1 - z)(1 - x 

x (1 - z(1 - t »2a -c-c'-"+a'dt. (43) 

The exponent of (1 - z(1 - t», 2a - C - c' - A + a' 
will now always be a positive integer for the S func
tions needed in Eq. (33) allowing us to expand the 
(1 - z(1 - t)) factor as a polynomial in z(1 - t) giving 

2a-c-c'-"+a' (A + C + C' - 2a - a'). 
(1_z)c,+c-2a-b'+,,-a' L; '1 l z j 

j=O ). 

1 (y _ z)-a+b+" 
x 10 Gb"c'+j (t) 1 - t 1 _ z 

(
V + zx- z \c-a-b 

x 1- t (1·- z)(1- x)} dt. (44) 

The remaining integral in Eq. (44) and the first inte
gral in Eq. (41) are representable by an F 1 function, 9 

F 1 (a,b,b',c,x,y) 
1 = B(a, e - a)-II Gac (t)(l- tx)-b(1- ty)-b'dt, 

o 

Real (a) > 0, Real (c - a) > O. (45) 

The final result for S is' given by 

Sea, a', b, b', e, c', x,y, z) 

r(c)r(b - a) ~ a,,(a + 1 - c)" 
( l)a [j -a-" = - r(c-a)r(b) "=0 (a + I-b}"A!x 

r(e)r(a - b) 
>< F1 (b', a', - A, c', z, Y) + (- 1)a-c r(c _ b)r(a) 

00 (1 - a) (e - a) 
>< L; ),. ),.xa-c-"(1 - x)c-a-b 

,,=0 (b + 1- a}"A! 

x (1 - z)c+c'+),.-a'-2a-b, 

a'+2a-c-c'-" (c' - b'). (c + c' + A - a' - 2a) .. 
x 6 1 'J zJ 

j=O j! (1' 

x F l(b', a - b - A, b + a - c, e' + j, 
~ y+zx-z\ ) 
z -1' (1- z)(1- x)j' (46 

In the limit of z approaching zero, 

lim Sea, a', b, b', e, e', x,y, z) = Fz(a, b, b', e, e', x,y), 
z->O (47) 

S becomes F2 giving an analogous expression for F2, 

FZ(a, b, b', e, e', x,y) 

(- 1)ar(e)r(b - a) t a,,(a + 1 - e»),. -a-)" 
r(C- a)r(b) ,,=0 (a + 1- bvr X 

F ('b' , , ) ( l)a-c r (e)r(a - b) 
x 2 1 ,- ", e ,Y + - r(e- b}r{a} 
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00 (1 - a) (e - a) 
>< L; A "xa-c-"(1 _ x)c-a-b 

"=0 (b + 1 - a)"A r 

x F 1 (b', a - b - A, b + a - e, c',y,y/(I- x). 
( 48) 

It should be noted that if both summations over A 
were infinite the result would be useless for the 
purpose here intended; but in this work, a, e, and c' 
are always integers in Eqs. (46) and (48). Con
sequently, in the first series either a + 1 -e is a 
negative integer reducing the sum to c - a terms, or 
e - a is a negative integer or zero and r(c - a) is 
infinite. In the latter case the entire term is zero. 
The analogous situation follows for the second series 
involving 1 - a and rea). Hence S and the F 2 func
tions in the integrals H, I, and V can be expressed as 
a finite sum of 2F 1 and F I functions. As mentioned 
earlier we use the method of AiderI6 and Bieden
harn,17 however, to evaluate the F2 functions in the 
integral I. 

We have thus expressed all of the basic integrals in 
closed form as a finite sum of terms, the terms in
volving the 2F1 functions for the integrals G and W, 
F2 (or 2F1 and F I ) in I, F1 in X, and 2Fl and F1 in 
Hand V. The procedure for evaluating the 2Fl 
functions has been described in Sec. II. The pro
cedure for evaluating the F 1 functions is described 
in the following section. 

5. EVALUATION OF THE FUNCTIONS F 1 

The advantage of reducing all integrals to finite 
series of F 1 functions becomes evident when examin
ing the rather large number of contiguous recursion 
relations obtainable for these functions. The situa
tion is especially favourable because all of the re
quired F 1 functions can be reduced to the form 
F 1 (a, n, b, m, x,y), where nand m are integers. The 
F1 functions appearing in F 2, Eq. (48), and those 
appearing in S, Eq. (46), will have this form upon in
sertion of Eq. (A3). When n is zero, F1 reduces to a 
hypergeometric function, 

F 1 (a,o,{3',m,x,y) = 2FI(a,{3',m,y). (49) 

The necessary 2F 1 functions, 2F 1 (a, (3' + min, m,y) 
to 2F1 (a, (3' + max, m,y), can be evaluated simul
taneously by the matrix method, Sec. IT, except that 
the two end functions above must now be obtained by 
evaluating the definitive series (HMF 15. 1. 1). (Since 
(3' is complex, no single analytical expressions are 
known for any of the 2FI functions needed here.) 
Having obtained a vector A of F I functions such that 
a j = F1 (a, 0, (3' + j - 1, m, x,y), one can use the 
appropriate recursion relations between the conti
guous functions FI (a, i, {3' + j, m, x, y) and F 1 (a, i ± 1, 
{3' + j ± 1, m, x,y) to extend the number of known 
functions to a two-dimensional array, aij = F I (a, i -
1, {3' + j - 1, m, x, y). 

The necessary recursion relations can be derived 
from those available in the literature. Appel and 
Kampe de Feriet14 give a number of contiguous re
cursion r~lations for the FI functions. Those applic
able as parent relations for the expressions needed 
are 

aFI(a + 1) - (3FI ({3 + 1) - {3'F1 (f3' + 1) 

== (a - f3 - {3')Fv (50) 
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aFI(a + 1) = (y-l)FI (y-l) + (a + 1- y)Fl> (51) 

(I' - a) xFI (I' + 1) = yFI ({3 - 1) + y(x - I)FI , (52) 

(I' - a}yFI(y + 1) = yFI ({3' - 1) + y(y -l)Fl' (53) 

where the notation has been suppressed such that 
FI(a + 1,{3,{3',y,x,y) = F (a + 1). Eliminating 
FI (a + 1) between Eqs. (50) and (51), and substitution 
of I' = I' + 1, gives 

(I' - f3 - {3')F I (I' + 1) + {3F I ({3 + 1, I' + 1) 

+ (3'FI ({3' + 1,1' + 1) - yFI = o. (54) 

FI (I' + 1) can now be eliminated using Eq. (52) .. SU?
stituting {3 = {3 + 1 into Eq. (52) allows for the elImm
ation of F I ({3 + 1, I' + 1), and substituting {3' = {3' + 1 
into Eq. (53) allows for the elimination of F I ({3' + 1, 
I' + 1). The final result, 

(y - {3 - (3') F ({3 - 1) + (3'(Y - 1) F ({3' + 1) 
x I y I 

+ (3(x ~ 1) F I ({3 + 1) + [(a - {3 - (3') + ~ 

+ f - (y - ~ - {3 'J J F I = 0 = A I F I ({3 - 1) + A 2 

x F I ({3' + 1) +A3 F I ({3 + 1) +A4 F I , (55) 

involves only the contiguous {3 and {3' functions, and 
provides a recursion equation for extending the known 
functions from the vector to the two-dimensional 
array. 

A second relation can be derived by eliminating 
FI (I' + 1) between Eqs. (52) and (53): 

(y - x)FI + xFI ({3' - 1) - yFI ({3 - 1) = 0 

= BI FI + B2 F I ({3' - 1) + B3 F I ({3 - 1). (56) 

In principle only one recursion relation is necessary. 
However, round-off error tends to accumulate, and 
the rate of this accumulation depends on the recur
sion relation involved. It is desirable then to have 
several contiguous relations utilizing that one which 
minimizes round-off error. From Eqs. (55) and (56), 
several others can be obtained by eliminating un
wanted terms. We obtain the following additional 
equations: 

B 3A I F I ({3 - 1) + (B3A3 - A 2B 2 )FI ({3 + 1) 

+ B3 A4FI - A 2B I F I ({3 + 1,{3' + 1) = 0, (57) 

B IA I F I ({3 - 1) + B IA 3F I ({3 + 1) 

+ (BIA4 - A 2B 2)FI - A 2B 3F I ({3 -1,{3' + 1) = 0, 
(58) 

-AIB 2 F 1 ({3' -1) +B3A 2F 1 ({3' + 1) +B3A 3F I ({3 + 1) 

+ (B3A4 - AIBI)FI = 0, (59) 

- AIB~FI({3' - 1) + (B2B3A2 - B~A3)FI({3' + 1) 

+ B 2 (B 3A 4 - AIBI)FI 

-B 3A 3B I F I ({3 + 1,{3' + 1) = 0, (60) 

+ (BI (B04 - BIA!) - B~A3)FI 

- B3A3B2Fl({3 + 1,{3' - 1) = O. (61) 

We need now to expand the two-dimensional array to 
three dimensions to obtain the F I functions of dif
ferent I' required in S, Eq. (46). To this end we must 
derive some relations involving contiguous functions 
in y. Equations (52) and (53) are already of this type 
and are applicable. The elimination of FI between 
these two relations yields the equation 

(y~ a) (x=-1 - y~ 1) FI(y + 1)- (x~ 1~FI({3-1) 
+ (y ~ i)F1 ({3' -1) = 0, (62) 

which can also be utilized. Equation (54), applicable 
as it is written, leads to a more useful result if we 
perform in it the same operations we utilized to re
duce Eq. (54) to Eq. (55) omitting the elimination of 
FI(y + 1). The result is 

- (3 r ~ ~) F I ({3 + 1) - {3' (y ; 1) F I ({3' + 1) 

+ (y ~ a)({3 + (3' - y)FI(y + 1) 

(3 (3') + (I' - a - x - Y FI = 0 

= C I F I ({3 + 1) + C2 F I ({3' + 1) 

+ C3 F I (y + 1) + C4 F I . (63) 

Eliminating FI ({3' + 1) between Eqs. (63) and (59), we 
obtain another useful relation, 

(B 3A 2C I - C2B 3A 3)FI ({3 + 1) + C3B 3A 2F I (y + 1) 

+ (B 3A 2C 4 - C2 (B 3A 4 - AlB 1»F I 

(64) 

Substitution of y = y + 1 in Eq. (55) and elimination 
of F I ({3' + 1, y + 1) between the result and Eq. (54), 
and likewise substitution of y = y + 1 in Eq. (59), and 
elimination of F I ({3 + 1, y + 1) with Eq. (54) lead to 
two additional contiguous relations which we can 
utilize. 

Our procedure can now best be described graphically 
by Figs. 1 and 2. Initially, one calculates a column 
vector of FI (a, 0, (3' + j, y, x, y) functions using the 
2FI matrix method of Sec. II. It is then necessary to 
calculate one F I function by truncating an infinite 
series, since none of the recursion relations will re
late the contiguous function FI (a, 0, (3' + j, y, x, y) 
and FI (a, 1, (3' + j, y, x, y). [One cannot relate a 
transcendental function in x to a linear combination 
of rational functions in x. 6 Analysis of the applicable 
recursion relations will also reveal that the co
efficient of F 1 (a, 1, (3' + j, y, x, y) is always zero.] 
We describe in an appendix our method of reducing 
the double infinite series of Eq. (AI) to a single 
series with optimized convergence properties. 
Having calculated FI (a, 1, (3' + j, y, x, y), we proceed 
to calculate the entire two-dimensional array always 
using the recursion relation introducing the least 
round-off error. The optimum recursion relation is 
taken as that one with the smallest subtractive error 
as determined from the relative magnitude of the 
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resultant F 1 function and the 2 or 3 terms compris
ing the recursion relation. When the accumulation of 
round-off error becomes intolerable as determined 
by periodic comparisons of the F 1 functions cal
culated by the recursive and direct summation tech
nique (see Appendix), the calculation is renormalized. 
This requires the evaluation of the next two rows, 
Fig. 1, by the optimized single series technique, and 
thereby continuing the recursive technique. 

The calculation of the F2 function, Eq. (48), uses F 1 

functions at only one value of y requiring only the 
planar procedure. However the S integral, Eq. (46), 
requires a three-dimensional array. The recursive 
technique is now continued upward in y, Fig. 2, utiliz
ing the nine relations involving the contiguous func
tions in y. When round-off error is detected, the 

-n - 3 CONTINUE REiURS ION RELATIONS 

-n - 2 
01 RECT SERIES SUMMATION 

-n - 1 
r-+--r-+~r-+-~-+~--~ 

-n DETECT ROUND-OFF ERROR 

-2 
RECURSION RELATIONS 

-1 
Iljll o DSS 

1 DSS 
RECURSION RELATIONS 

2 

n DETECT ROUND-OFF ERROR 

n + 1 

n + 2 

n + 3 

0 2 3 4 5 6 8 

IT' 
FIG. 1 F 1 (0, i, f3' + j, y, x, y) calculation. Expansion to two-dimen
sional array. DDS indicates series summation. 

RECURSION 
RELATIONS 

f..·L......I...--PLANAR PROCEDURE 
/~.....)...-DETECT 

ROUND-OFF 
/-/---'==l-RECURS ION 

• kIf jC.,L:.-.--./-tt====-r-/'-iI11 RELATIONS 

fljll 

PLANAR 
PROCEDURE 

FIG.2 F l (a,i,{3' + j,y + k,x,y) calculation. Expansion to 
three-dimensional array. 
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process is renormalized by calculating another 
planar array of functions exactly as the initial hori
zontal array was obtained. 

The rate of accumulation of round-off error, in addi
tion to the choice of recursion relation, can be influ
enced by the direction in which the recursion rela
tions are applied. But which direction is optimal is 
not immediately apparent. Both the magnitude and 
the sign of x and y, and the remaining parameters 
must be considered when determining the optimum 
direction. An example of such considerations is given 
by Lyons and Nesbet6 when working with the G inte
grals involving the 2F 1 functions. Such considera
tions become exceedingly complex when working with 
the F 1 functions consisting of several more variables. 
To avoid the computer programming difficulties 
which result from such conSiderations, we choose to 
run consistently in the same direction and to re
normalize when necessary. The availability of the 
Fl (0',0, f3' + j, y, x, y) functions as starting points 
influences our decision to run the recursion relations 
as indicated in Figs. 1 and 2. 

Calculations reveal that the recursive technique 
works very well when x' and y' are Significantly dif
ferent from each other and different from an absolute 
value of unity. When this is true a three-dimensional 
array, containing up to 1000 functions, can be obtained 
to seven and eight significant figures without re
normalizing. On the other hand for less satisfactory 
values of x' and y', instances occur when renormaliz
ation is necessary at every other row in the hori
zontal arrays and likewise at every other plane when 
increaSing y. Even in this case, however, only half of 
the functions are being calculated by the direct series 
summation, a significant saving in time and effort. 

A second point of interest is whether more than one 
contiguous relation is actually beneficial. Calcula
tions indicate that this is indeed necessary to reduce 
the round-off error to within tolerable levels. It was 
found that up to two and three significant figures 
could be lost due to subtractive error by one recur
sive equation while another equation would introduce 
little or no round-off. For anyone value of x' and y', 
it is evident that no one equation is highly preferable 
over the rest, but rather two or three are equally 
satisfactory. The three-dimensional matrix is then 
built up alternating among these three relations. 

6. DISCUSSION 

A most important feature of the methods outlined in 
this paper is the single method of evaluation for all 
the six basic integrals. All of the integrals are re
duced to a finite number of similar terms each in
volving a generalized hypergeometric function. One 
needs only to program routines for efficiently evalu
ating the 2 F 1 and F 1 functions and the integrals can 
be easily evaluated. Although Lyons and Nesbet have 
not described their procedure for evaluating the X 
integrals,6 they indicate it involves techniques com
pletely different from those of the remaining inte
grals. Bottcher's7 method requires a numerical inte
gration for X [given the symbol iiM~(17, 17 ' , k, k', 0', (3) 
in his paper] as opposed to a recursive technique for 
some of the others. 

We have completed our calculations on the (nt2)lS 
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TABLE I. Integration parameters of the continuum components and estimated significant figures retained in the evaluation of the HnRn'k' 
integrals. 

ThreshOld E:ax "..ax Significant figures in Hnkn'k' b 

Isks 
2sks 
2pkp 
3sks 
3pkp 
3dkd 

(au) 

- 2.00 
.500 
.500 
.222 
.222 
.222 

• E = k2/2m. 

(au) (au) 1sks 

2.50 3.00 12(8) 
2.48 2.44 
1. 70 2.10 

.320 1. 04 

.315 1. 04 

.312 1. 03 

2sks 2pkp 3sks 3pkp 3dkd 

10(6) 8(4) 
8(4) 8(3) 8(2) 7(2) 6(2) 

8(3) 7(2) 6(2) 5(2) 
5(2) 6(2) 5(2) 

4(2) 5(2) 
4(2) 

b The number of Significant figures as estimated from the hermiticity test, the ratio of real and imaginary parts of Hnko'k" and graphical 
plots of H,.kn'" VS k and k'. The first number of each column is the representative value; the number in parentheses is the estimated 
minimum number of significant figures retained in some integrals. 

autoionizing states of helium 1- 3 by using the 
methods described here for evaluating the necessary 
integrals. All calculations were performed on the 
CDC 6600 computer. Thorough testing of the tech
niques described here revealed two important char
acteristics concerning production run times and 
accuracy. 

In Table I we give the estimated significant figures 
retained in the evaluation of the general matrix ele
ment, 

Hnkn.'k' == «1 - P12)n t(1)kl(2) IH - E I 
x(1- P12)n't' (1)k't' (2» , (65) 

which Lyons and Nesbet have expressed as a finite 
number of terms involving the seven basic integrals, 
Eqs. (1)- (7). The table contains two entries for each 
integral, the first indicating the representative value 
and the number in parentheses the estimated mini
mum number of significant figures retained in some 
integrals, usually those of higher k and k'. Table I 
also shows a marked decrease in accuracy for inte
grals involving continua of higher n and n'. 

The loss in accuracy for integrals involving continua 
of higher n and n I can be attributed to cancellation 
among the terms comprising the expression given by 
Lyons and Nesbet.6 This can be reduced by obtaining 
the basic integrals of Eqs. (1)- (7) more accurately 
and hence by retaining more precision in the recur
sive technique. Allowing lesser round-off by re
normalization of the recursive technique accom
plishes this directly. Round-off for higher k and k' 
arises because of inadequate optimization of the con
vergence properties (see Appendix) of the single
series summation technique when evaluating some of 
the F 1 functions needed in the X integrals. Summing 
a large number of terms not only introduced round
off error but enormously increases the production 
run times. Hence the run time for small k and k' 
(0-2.0 a.u.) which is typically of 1. 5-15 secs, de
pending on n and n I, increases to 15-50 secs per 
integral for larger k and k' (1. 0-20 a.u.). For very 
large k and k', however (k, k' > 20 a.u.), the execu
tion time again decreases. 

It is apparent our procedures are inconvenient at 
intermediate energies. This is not a severe limita
tion, however, since an analysis of resonance states 
usually is confined to lower k and k'. (The round-off 
experienced as k and k' becomes larger is not serious 
in our calculations because one must in any case 
truncate the continuum at some point kmax.) A partial 
wave expansion in atomic Coulomb (or non-Coulomb) 

Born scattering, where the identical integrals arise, 
is confined to very large values of k and k' (k, k' , ;:: 
2000 a.u.) when they can still be conveniently evalu
ated. The method of Bottcher on the other hand re
quires a numerical integration over an apparently 
decreasing oscillatory integrand as k or k' increases. 
This suggests that the two procedures would com
plement one another very nicely. 

In conclusion, no problems were observed in evaluat
ing the G, H, I, B, V, and W integrals with respect to 
accuracy or production run times for even remote 
values of the parameters. Except for the X integrals 
at intermediate energies and for continua involving 
large nand n ' , all integrals can be evaluated con
veniently and accurately. We believe the major 
Significance of this work, however, lies in Eqs. (33) 
and (46) which express the exchange integral X as an 
heretofore unknown finite sum of F 1 functions. As 
more convenient means of obtaining the general 
hypergeometric F 1 functions of Appe114 become 
available, these equations along with those for W will 
be most useful. 
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APPENDIX: OPTIMIZATION OF SERIES CON
VERGENCE IN EVALUATION OF F 1 

To initiate and renormalize the recursive technique 
described in Sec. V, the F 1 function must be evaluated 
by truncating the definitive infinite series, 14 

Ix 1< 1, Iy 1< 1 (AI) 

at some suitable pOint. To minimize this truncation 
error and limit the summation to a reasonable 
number of terms, it is necessary that the arguments 
x and y be limited to well within the radius of con
vergence of the series as indicated above. In general 
this is not true and some appropriate transformation 

J. Math. Phys., Vol. 13, No.2, February 1972 



                                                                                                                                    

168 D A V IDE. RAM A K E R 

of the series to some other series which has reduced 
arguments x' and y' is required. 

The possible transformations of Appel's F 1 functions 
are many. The five most direct and familiar are9,14 

Fl (a, (3, (3', y, x, y) 

= (1 - x}-B(l - y)-B' 

x Fl(Y - a,(3,(3"Y'x~ I'y ~ 1)' (A2) 

= (1- xl-a F1( a,y - (3 - (3', (3', y, x ~ 1'; = n, 
(A3) 

= (1- y)-a F1( a,{3,y - (3 - W,y, ~ = ~, y':: 1)' 
(A4) 

= (1 - x)r-a-B(I- y)-B' 

F ( 
" y-X) x 1 y - a, y - f3 - f3 , f3 ,y,~, y _ 1 ' (A5) 

= (1 - x)-B(I - y)}-a-B' 

( 
I X-Y ) xF1 y- o,(3,y-(3-(3 ,y,x-l'Y . (A6) 

Via the expression14 

F1 (a, {3, {3', y, x, y) 

= (1 - xtB F3(y - 0,0, (3, {3', y, x ~ l'Y) (A7) 

and the corresponding expression with arguments x 
and y/(y - 1), twelve transformations involving F3 
become a vailablej but only six are unique. Analagously, 
applying the relation 14 

F 1(a,{3,{3',y,x,y) 

=XB'y-B' Fz({3 + {3',a,{3',y,{3 +{3',x,I-~) (A8) 

and the three transformations of F Z' 9,14 

Fz(a .. {3, (3', y, y', x, y) 

= (1 - xl-a F z (0, y - (3, (3', y, y', x ~ l' 1 3!. J(A9) 

.= (1- y)-a F z (a,{3,y' - (3',y,y', 1 ~ y' y ~ 1)' 

(A10) 

= (1- x - y)-a Fz(a,y - (3,y' 

PJ ' x Y) 
-/-"Y'Y'x+y-I'x+y-I' (All) 

we obtain twelve new unique expressions for Fl· 

Consider again the six containing F 3 transformations 
obtained above. By utilizing the analytic continuation 
formula for F 3,9,14 and by transforming the resul
tant F2 functions to the Fz functions in Eqs. (A9)
(All), twenty four additional transformations of F1 
are obtained. These latter transformations are 
applicable for large starting values of x and y in the 
desired F 1 function. 

Finally, employing the Horn's Hz function defined by 
the series9,14 

00 00 o "-u{3,,Yu 6uX"Yu 
Hz(cr,{3,y,6,E'X,y)=Eou~ E"A!U! ' (A12) 
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and the relation this function has with the F3 func
tion,ZO 

F3 (a, a', {3, (3', y, x, l) 

_ r((3 - o)r(y)(_ x)-a 
- r((3)r(y - 0) 

XHz(I +o-y,o,a',{3',1 +o-{3~i,-Y) 

+ ~~~);(~)~(~~ ( - x)-B 

XH2(I +{3-y,{3,a',{3',l +{3- o,~,-y), 
(AI3) 

twelve more unique possibilities exist for expediting 
the Fl calculation. Equation (AI3) above has the 
parallel relationzo 

F 3(0, a', {3, (3', y, x, y) 

= ~~~:);(;~rl~~(- y)-a, 

x H2 (1 + 0' - y, 0', 0, {3, I + a' - {3"~'- x) 
+ reo' - (3')r(y)(_ y)-B' 

r(al)r(y - (3') 

x H 2 (1 + {3' - y, {3', 0, {3, 1 + (3' - a"~' - x) 
(AI4) 

indicating its utility when either one of the original 
values of x and y in the F 1 function is large and the 
remaining argument is small. 

We have just outlined means for obtaining 60 trans
formations of the F 1 series leaving us with 60 unique 
sets of arguments x' and y' which are analytical 
functions of the initial arguments x and y. The initial 
arguments x and yare, of course, fixed by the expres
sion for the integral, either V or X. But there are 
two different ways of performing V and X, which will 
give different numerical values of x and y. In Eq. (7) 
for X one has a choice of integrating over either r 1 

or r z first. Although indentical analytical expres
sions for X arise, the numerical values of the x and 
y arguments in F1 of Eq. (46) will be different pro
vided we are calculating a nondiagonal matrix ele
ment [en, t, k) ~ (n', (', k') in Eq. (65)J. Although we 
must integrate over the bound components first in V, 
Eq. (6), we have two alternate ways of performing the 
Fz to Fl transformation in Eq. (48). [The second F2 
to F 1 transformation can be obtained by switching the 
parameters {3 ~ (3' , y ~ y', and x ~ y on the right side 
of Eq. (48).] This then gives us 120 possible sets of 
arguments x' and y' for optimizing the convergence 
of the infinite series. 

The hypergeometric functions, although defined by the 
double infinite series [i.e., Eq. (AI)], can be reduced 
to a single series of zF1 functions 14 : 

00 cx"(3,, 
F1 (a,(3,{3',y,x,y) = I; --x:rx '\ 2F1(a + A,{3',y + A,y), 

,,~o YA • 
(AI5) 
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~ O-AYA6 A A ) 
H2(o,{3,y,O,E,X,y) = L; AI y 2F l(o-A,{3,E,X. 

A=O • (A18) 

Use of the recursion relation (HMF 15. 2. 12) 

c(c - l)(z - 1) 2Fl (a, b, c - 1, z) 

+ c[c - 1- (2c - a - b -1)z] 2Fl(a,b, c, z) 

+ (c-a)(c-b)z 2Fl(a,b,c + 1,z) =0, (A19) 

and Eq. (18) enables us to evaluate all the 2Fl func
tions rapidly, effectively reducing the double infinite 
series to a single series. Round-off error in the re
cursion relation requires, however, that the recursive 
technique be renormalized periodically. We have 
used these single series expressions to evaluate the 
Appel functions renormalizing as demanded by round
off accumulation. Calculations reveal that renormal-

* The material in this paper is contained in a Ph.D. dissertation 
submitted to the faculty of the University of Iowa. 
Present address. 
D. E. Ramaker, R. B. Stevenson, and D. M. Schrader, J. Chern. Phys. 
51,5276 (1969). 

2 D. E. Ramaker and D. M. Schrader, J. Chern. Phys. 55,471 (1971). 
3 D. E. Ramaker and D. M. Schrader (unpublished). 
4 U. Fano, Phys. Rev. 124, 1866 (1961); u. Fano and F. Prats, Proc. 

Nat!. Acad. Sci. India A33, 553 (1963). 
5 F. E. Harris, Phys. Rev. Letters 19, 173 (1967); H. H. Michels and 

F. E. Harris, iliid.,885 (1967); R. L. Armstead, Phys. Rev.l7l, 91 
(1968); R. K. Nesbet, iliid. 175, 134 (1968); F. E. Harris and H. H. 
Michels, Phys Rev. Letters 22,1036 (1969). 

6 J. D. Lyons and R. K. Nesbet, J. Compo Phys. 4, 499 (1969). 
7 C. Bottcher, J. Compo Phys. 6, 237 (1970). 
8 National Bureau of Standards, Applied Mathematics Series No. 55, 

lI(IJII/liuull 0/ Mallien",lical FllllcliulIS, edited by M. Abramowitz 
and 1. A. Stegun (U .S, Guv't. Printing Office, Washington, D.C., 1964), 
Chaps. 13-15. 

9 Bateman Manuscript Project, Higher Trallscelirieliial FIIIICtiulls, 
edited by A. Erdelyi (McGraw-Hill, New York, 1953). 

10 W. Gordon, Ann. Physik 2, 1031 (1929). 
11 L. D. Landau and E. M. Lifshitz, QII(IJI/lInl Mec/lllilics, NUII-

ization is required at approximately every five to ten 
terms indicating that the number of terms have been 
reduced from the direct double infinite series by a 
factor of 30 to 100. 

The general method of calculating an F 1 function 
should now be obvious. We simply determine which 
of the 120 sets of arguments X' and y' is smallest and 
proceed with the single series summation giving the 
maximum rate of convergence. It is assumed that 
with 120 possibilities we will always find an x' and y' 
combination well within the radius of convergence of 
one of the infinite series. Calculations revealed, how
ever, that for rather large and different values of X 

and y, we did not reduce x' and y' sufficiently to in
sure very fast convergence. Indeed, it is this fact 
which mllkes our evaluation techniques inconvenient 
for integrals in the intermediate energy ranges. 

Relatil'islic Tlteory (Adaison-Wesley, Reading, Mass., 1958), 
Appendix F. 

12 H. B. Bebb, J. Math. Phys. 7, 955 (1966). 
13 E. J. Callan, P. Nikolai, and w. L. McDavid, PYoceedings oJ IIII! 

Thiyd illlenlGliollal COllferellce 011 lite Physics of Eleclronic alld 
Alomic Collisiolls, edited by M. R. C. McDowell (North-Holland, 
Amsterdam, 1964), p. 348. 

14 P. Appell and M. J. Kampe de Feriet, F1IIIctions 1t}'perr;eollleIYi
q1les 1'1 izypersplteriq1lcs, polvi/Onies d'lIernlite (Gauthiers, 
Villars, 1926). 

15 When Ct = i(± k Of k'), the F2 function reduces to a 3F2 function 
as shown by W. W. Gargano and D. S. Onley, J. Math. Phys.ll, 
1191 (1970). 

16 K. Alder, A. Bohn, F. Huus, B. Mottelson, and A. Winther, Rev. Mod. 
Phys. 28, 432 (1956). 

17 L. C. Biedenharn, J. L. McHale, and P. M. Thalen, Phys. Rev. 100, 
376 (1955); L. C. Biedenharn and P. J. Brussard, COlIlOlllb Excita
lion (Oxford U. P., London, 1965). 

18 J. T. Reynolds, D. S. Onley, and L. C. Biedenharn, J. Math. Phys. 5, 
411 (1964). 

19 N. V. V. J. Swamy, R. G. Kulkarni, and L. C. Biendenharn, J. Math. 
Phys, 11,1165 (1970). 

20 A. Erdelyi, Proc. Roy. Soc. (Edinburgh) A62, 378 (1948). 

Approach to Stochastic Lagrangian Integrals and Their Asymptotic Evaluation for Sound 
Propagation in Continuous Stochastic Media* 

Jerome A. Neubert 
Nand ['IIr1e!"s"a Research al/(l DCI'cioPlllclIl CCiller. Pasadeila, Calilomia 91107 

and 

John L. Lumley 
Dcparlll1ClI1 a/Aerospace EII}!ineerill}!, Tlte Pellllsrilwtia 510le Unil'ersi/v, Ullil'ersi/.I' Parll, Pellli syl I'll II ia 161302 

(Received 4 June 1971) 

Previously the formal solution of the Eulerian- Lagrangian problem for sound propagation in continuous sto
chastic media was reframed so that the emphasis on the need for complete knowledge of the statistical nature 
of the Lagrangian functional of interest is shifted to the need for knowledge of the asymptotic behavior of cer
tain stochastic Lagrangian integrals which result from the application of a central limit theorem for stochastic 
functionals. In this paper, the asymptotic evaluation of these Lagrangian stochastic integrals is developed and 
illustrated for both ensemble and subensemble expectations in a statistically isotropic medium. In addition, the 
relationship between this method of analysis and the comparable Wiener integral is discussed. 

INTRODUCTION 

In Ref. 1, the search for a proper asymptotic solu
tion 2 to the stochastic Helmholtz equation 

(1) 

where p represents the sound pressure wave,k o is 
the free- space wavenumber, and fJ. is the refractive 
index, for sound propagation through continuous sto-

chastic media (for example, due to the random effects 
of the scalar inhomogeneities in a turbulent medium; 
see Neubert and Lumley 3) lead to the intrinsically 
Lagrangian relation p [X(s , ~) ], where X(s,~) is a con
tinuous, differentiable path of arc length s from the 
initial point ~. The one-dimensional solution was 
given in Ref. 1 (see also Frisch4 ), but the three-di
mensional solution resulted in consideration of the 
Eulerian- Lagrangian problem for sound propagation 

J. Math. Phys., VoL 13, No, 2, February 1972 



                                                                                                                                    

ONE-CENTER TWO-ELECTRON INTEGRALS 169 

~ O-AYA6 A A ) 
H2(o,{3,y,O,E,X,y) = L; AI y 2F l(o-A,{3,E,X. 

A=O • (A18) 

Use of the recursion relation (HMF 15. 2. 12) 

c(c - l)(z - 1) 2Fl (a, b, c - 1, z) 

+ c[c - 1- (2c - a - b -1)z] 2Fl(a,b, c, z) 

+ (c-a)(c-b)z 2Fl(a,b,c + 1,z) =0, (A19) 

and Eq. (18) enables us to evaluate all the 2Fl func
tions rapidly, effectively reducing the double infinite 
series to a single series. Round-off error in the re
cursion relation requires, however, that the recursive 
technique be renormalized periodically. We have 
used these single series expressions to evaluate the 
Appel functions renormalizing as demanded by round
off accumulation. Calculations reveal that renormal-

* The material in this paper is contained in a Ph.D. dissertation 
submitted to the faculty of the University of Iowa. 
Present address. 
D. E. Ramaker, R. B. Stevenson, and D. M. Schrader, J. Chern. Phys. 
51,5276 (1969). 

2 D. E. Ramaker and D. M. Schrader, J. Chern. Phys. 55,471 (1971). 
3 D. E. Ramaker and D. M. Schrader (unpublished). 
4 U. Fano, Phys. Rev. 124, 1866 (1961); u. Fano and F. Prats, Proc. 

Nat!. Acad. Sci. India A33, 553 (1963). 
5 F. E. Harris, Phys. Rev. Letters 19, 173 (1967); H. H. Michels and 

F. E. Harris, iliid.,885 (1967); R. L. Armstead, Phys. Rev.l7l, 91 
(1968); R. K. Nesbet, iliid. 175, 134 (1968); F. E. Harris and H. H. 
Michels, Phys Rev. Letters 22,1036 (1969). 

6 J. D. Lyons and R. K. Nesbet, J. Compo Phys. 4, 499 (1969). 
7 C. Bottcher, J. Compo Phys. 6, 237 (1970). 
8 National Bureau of Standards, Applied Mathematics Series No. 55, 

lI(IJII/liuull 0/ Mallien",lical FllllcliulIS, edited by M. Abramowitz 
and 1. A. Stegun (U .S, Guv't. Printing Office, Washington, D.C., 1964), 
Chaps. 13-15. 

9 Bateman Manuscript Project, Higher Trallscelirieliial FIIIICtiulls, 
edited by A. Erdelyi (McGraw-Hill, New York, 1953). 

10 W. Gordon, Ann. Physik 2, 1031 (1929). 
11 L. D. Landau and E. M. Lifshitz, QII(IJI/lInl Mec/lllilics, NUII-

ization is required at approximately every five to ten 
terms indicating that the number of terms have been 
reduced from the direct double infinite series by a 
factor of 30 to 100. 

The general method of calculating an F 1 function 
should now be obvious. We simply determine which 
of the 120 sets of arguments X' and y' is smallest and 
proceed with the single series summation giving the 
maximum rate of convergence. It is assumed that 
with 120 possibilities we will always find an x' and y' 
combination well within the radius of convergence of 
one of the infinite series. Calculations revealed, how
ever, that for rather large and different values of X 

and y, we did not reduce x' and y' sufficiently to in
sure very fast convergence. Indeed, it is this fact 
which mllkes our evaluation techniques inconvenient 
for integrals in the intermediate energy ranges. 

Relatil'islic Tlteory (Adaison-Wesley, Reading, Mass., 1958), 
Appendix F. 

12 H. B. Bebb, J. Math. Phys. 7, 955 (1966). 
13 E. J. Callan, P. Nikolai, and w. L. McDavid, PYoceedings oJ IIII! 

Thiyd illlenlGliollal COllferellce 011 lite Physics of Eleclronic alld 
Alomic Collisiolls, edited by M. R. C. McDowell (North-Holland, 
Amsterdam, 1964), p. 348. 

14 P. Appell and M. J. Kampe de Feriet, F1IIIctions 1t}'perr;eollleIYi
q1les 1'1 izypersplteriq1lcs, polvi/Onies d'lIernlite (Gauthiers, 
Villars, 1926). 

15 When Ct = i(± k Of k'), the F2 function reduces to a 3F2 function 
as shown by W. W. Gargano and D. S. Onley, J. Math. Phys.ll, 
1191 (1970). 

16 K. Alder, A. Bohn, F. Huus, B. Mottelson, and A. Winther, Rev. Mod. 
Phys. 28, 432 (1956). 

17 L. C. Biedenharn, J. L. McHale, and P. M. Thalen, Phys. Rev. 100, 
376 (1955); L. C. Biedenharn and P. J. Brussard, COlIlOlllb Excita
lion (Oxford U. P., London, 1965). 

18 J. T. Reynolds, D. S. Onley, and L. C. Biedenharn, J. Math. Phys. 5, 
411 (1964). 

19 N. V. V. J. Swamy, R. G. Kulkarni, and L. C. Biendenharn, J. Math. 
Phys, 11,1165 (1970). 

20 A. Erdelyi, Proc. Roy. Soc. (Edinburgh) A62, 378 (1948). 

Approach to Stochastic Lagrangian Integrals and Their Asymptotic Evaluation for Sound 
Propagation in Continuous Stochastic Media* 

Jerome A. Neubert 
Nand ['IIr1e!"s"a Research al/(l DCI'cioPlllclIl CCiller. Pasadeila, Calilomia 91107 

and 

John L. Lumley 
Dcparlll1ClI1 a/Aerospace EII}!ineerill}!, Tlte Pellllsrilwtia 510le Unil'ersi/v, Ullil'ersi/.I' Parll, Pellli syl I'll II ia 161302 

(Received 4 June 1971) 

Previously the formal solution of the Eulerian- Lagrangian problem for sound propagation in continuous sto
chastic media was reframed so that the emphasis on the need for complete knowledge of the statistical nature 
of the Lagrangian functional of interest is shifted to the need for knowledge of the asymptotic behavior of cer
tain stochastic Lagrangian integrals which result from the application of a central limit theorem for stochastic 
functionals. In this paper, the asymptotic evaluation of these Lagrangian stochastic integrals is developed and 
illustrated for both ensemble and subensemble expectations in a statistically isotropic medium. In addition, the 
relationship between this method of analysis and the comparable Wiener integral is discussed. 

INTRODUCTION 

In Ref. 1, the search for a proper asymptotic solu
tion 2 to the stochastic Helmholtz equation 

(1) 

where p represents the sound pressure wave,k o is 
the free- space wavenumber, and fJ. is the refractive 
index, for sound propagation through continuous sto-

chastic media (for example, due to the random effects 
of the scalar inhomogeneities in a turbulent medium; 
see Neubert and Lumley 3) lead to the intrinsically 
Lagrangian relation p [X(s , ~) ], where X(s,~) is a con
tinuous, differentiable path of arc length s from the 
initial point ~. The one-dimensional solution was 
given in Ref. 1 (see also Frisch4 ), but the three-di
mensional solution resulted in consideration of the 
Eulerian- Lagrangian problem for sound propagation 
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in continuous stochastic media which was resolved in 
Ref. 5 in terms of stochastic Lagrangian integrals. 
In Appendix A, Eq. (14) of Ref. 5 is related to the com
parable Wiener integral for a stationary Markov pro
cess. However, the main concern of this paper is the 
treatment of non-Markovian, continuous stochastic 
Lagrangian integrals. A realistic model for continu
ous, weakly inhomogeneous, stochastic media is con
structed by inference from sound propagation stu
dies 1,4,6-8 and turbulent diffusion studies 9 - 13 so 
that these integrals can be treated, and understood, 
analytically. In the phenomenon of turbulent particle 
diffuSion, the Lagrangian autopath correlations of 
particle velocity fluctuations are stationary, but the 
analogous crosspath correlations are not nearly sta
tionary (i.e., not mainly a function of the transit time 
difference t2 - t 1 and not only a weak function of t2 + 
t 1) because the paths wander apart too rapidly over a 
characteristic turbulent memory time. However, in 
steady-state sound propagation from a highly direc
tional transducer through a continuous, weakly in
homogeneous medium, there exists a predominant di
rection of transit so that the paths wander apart only 
slightly over a characteristic memory interval. This 
permits the stochastic crosspath Lagrangian inte
grals which occur in such problems to be reformula
ted in such a manner that the effects of the curvilin
ear statistical inhomogeneities are minimized and 
the integrals asymptotically assume analytically con
venient forms. In practice, stochastic crosspath 
Lagrangian integrals appear in sound propagation in
tensity calculations in continuous stochastic media; 
see, for example, Refs. 6- 8 and Sec. VI. 

It is convenient to have some measure of the rms 
inhomogeneity of the medium. Since this paper is 
restricted to statistically isotropic media,14 let a 
represent the rms variation from a uniform medium. 
For example, a can be defined such that 

/J.(X) = 1 + an(x), 
where 

(/J.(x» = 1, (n 2 (x» = 1, 
and 

a « 1 

denotes a weakly inhomogeneous medium. 

(2) 

(2') 

(3) 

In this paper (as in Ref. 5), the ensemble expectation 
of a bounded, continuous Lagrangian functional 
F[X(s , ~)] will be expressed by E IF[X(s , m} in con
trast to the ensemble expectation of the correspond
ing Eulerian function F(x) which will be designat~d 
by (F(x». This notational distinction is advisable be
cause the behavior of these two stochastic quantities 
differs in very significant ways. For example, con
trast E{I4X(s, ~)]} ,which can be represented by 
E{/J.(s) } ,with (/J.(x». When it is stated that the con
tinuous refractive index field /J.(x) is statistically 
homogeneous (in the Eulerian sense), it is implied 
that for any two different points Xl' x2 , including the 
arbitrary origin 0 of the coordinate system, 

(4) 

i.e., there exists no intrinsic origin or spacial refer
ence point in the sense that (/J.(x» behaves the same 
at all points x. On the other hand, /J.(s) is a bou?ded, 
continuous, differentiable functional of the partIcular 
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continuous, differentiable path X(s, ~) of arc length s 
from ~ which can terminate at a different point X = 
X(s , ~) fol' each field realization tJ.a (x) E [tJ.a}' There
fore,for each S E (0, exo), tJ.(s) has a volume spread 
(over all tJ.e E {/J.a}) of terminal locations X and the 
total ensemble of Eulerian fields {tJ.a(x)} generates an 
ensemble of paths {XB (s, ~)} for each pair s, ~. 
Thence, while (see Sec. V) 

so that E[tJ.(O)} is still Eulerian, the Lagrangian en
semble expectation E{/J.(s > OJ} encompasses a con
tinuum of terminal points and need not equal 
E{tJ.(s = O)}. Thus,in general,it is not expected that 
Lagrangian ensemble expectations will behave like 
their analogous Eulerian ensemble expectations be
cause of the Lagrangian spreading of the terminal 
position. Still it might be hoped, that over a statisti
cally homogeneous fiel.d, as S becomes long enough 
E{tJ.(s)} would not continue to increase, decrease, or 
vacillate but would settle down, after some initial ad
justments, to a constant value. In fact, however, it 
shall be shown in Sec. IV that, in the case of Fermat 
paths,E{tJ.(s)} evolves continuously and does not reach 
an asymptotic value even if the refractive field is 
statistically isotropic (it does, however, obtain an 
asymptotic form). This occurs because the Fermat 
paths are continually seeking regions of lower sound 
velocity c so that,since tJ. a: l/c,E{/J.(s > O,a > O} > 
E{/J.(O)} = (tJ.W> and increasingly so as S and/or a 
increase. However, some additional stochastic Lag
rangian concepts must first be developed before 
E[tJ.(s)} can be evaluated. It was shown in Ref. 5 that 
consideration of the Lagrangian spreading and its 
implications, as well as the nature of the path X(s,~), 
can often serve as a suitable bridge from the known, 
or assumed, Eulerian statistical concepts to the un
known Lagrangian statistical concepts.! However, 
the full significance of this spreading will only be re
vealed gradually throughout this paper. 

I. THE ASYMPTOTIC EVALUATION OF STOCHAS-
TIC AUTO PATH LAGRANGIAN INTEGRALS 

Let F[X(s ~, ~1)]' which can be represented by F(s;),be 
an arbitrary bounded, continuous Lagrangian func
tional of the continuous path X(s ~ , ~ 1) of arc length s ~ 
from a point ~1 on the bounded, continuous initial 
surface So and let G [X(s 2 ' ~2) J, which can be repre
sented by G (S2)' be an arbitrary bounded, continuous 
Lagrangian functional of the continuous path X (s 2 , ~2) 
of arc length s2 from a point ~2 on the same initial 
surface So. Each realization /J.B(x) generates a pair of 
such paths and the paths coincide for s ~ = s 2 if and 
only if ~1 = ~2' It can be assumed without loss of 
generality that 

E{F[X(s~, ~l)]} = 0 
and 

E{G(X(s2'~2)]} =0, 

(5a) 

(5b) 

since otherwise the deviation from a nonzero expec
tation may be considered. 

There are two ways of viewing integral ensemble ex
pectations like 

E{js!dS' j
S

2 ds ' F(S')G(S')}: o 1 0 2 1 2 
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1. The Lagrangian viewpoint: Assume s l' S 2 given 
and then X(Sl' ~1),X(S2' ~2) are stochastic, i.e., the 
arc lengths S l' S 2 traveled are known but not the ter
minal points X(s 1> ~1),X(S2' ~2)' which vary from 
realization to realization. This permits 

E{J;ldS~ J;2 dS2 F(S~)G(S2)} 
= tlds~ t2 dS 2 E{F(s~)G(S2)}' (6) o 0 

where E{F(s~)G(s2)} has some convenient properties, 
which will be discussed later in this section, that per
mit treatment of this integral. The problems which 
arise from an unknown terminal location are resolv
ed in Ref. 5 

2. The Eulerian viewpoint: Assume Xl' X2 given 
and then s 1 = S (Xl' ~), S 2 = (x2, ~2) are stochastic, 
i.e., the terminal points Xl' X2 are known but the arc 
lengths S 1 , S 2 traveled vary from realization to reali
zation (erogodicity is assumed); this requires 

E ~J;l ds~ Jo"2 dS 2 F(S~)G(S2)( 
= rXli dx'. r

X
2j ds' . E~(FdSl ) [X( , t ] 

Jo uJo 2J 1 dX. Sl''>1 

X(G~:2.)[X(S2'~2)]f' 1 (7) 
J 

no summation on i, j. Unfortunately, there seems to 
be no convenient method .for resolving the integrand 
in Eq. (7) [see also the comments concerning Eq. (29) 
of Ref. 1]. 

Thus, the Lagrangian viewpoint is chosen since, in 
every case which arises in this study, it proves pos
sible, in principle, to express and evaluate the sto
chastic Lagrangian functionals in terms of the sto
chastic field Jl(s), its derivatives, and the initial 
values dXi/ds (0). This obviates the difficulty,associ
ated with the Eulerian viewpoint, of treating stochas
tic sinusoidal functionals dX/ds (s '), and even their 
derivatives, along the Lagrangian paths X(s 1., h)' 
X(S2' ~2) and not being able to express them con
veniently in terms of the known field Jl(x). 

In the treatment of phenomena such as sound propa
gation through continuous stochastic media, the evalu
ation of integrals of the type given by Eq. (6) is often 
of primary importance. 5 The integrand of Eq. (6) 

is called a Lagrangian crosspath correlation when 
~ 1 '" ~ 2 (in general, a caret will be used to denote a 
crosspath quantity). Consider first the simpler case of 
g(s~,s2,n where ~l = ~2 =~; g(s'l's2'~) may be 
called a Lagrangian autopath correlation to distin
guish it from the corresponding crosspath correlation. 
Statistical isotropy eliminates dependence on ~ and 
the Lagrangian spreading does not permit dependence 
on a definite terminal point for s l' s 2 > 0, so that 

g(s~, s2'~) == E{F[X(s~, ~)]G[X(s2' ~)]} (9) 

=g(o,.,s), 

(lOa) 

(lOb) 

where Eq. (lOb) follows from the coordinate trans
formation 

(11) 

The advantage of the form g(a, S) is that a pertains to 
the local properties of the correlation while S /2 
serves as a convenient center-of-mass type coordin
ate. For a long enough curvilinear separation a, 
F[X(s ~,~)] and G[X(s 2'~)] become uncorrelated so 
that 

g(a, S) o .... co > 0 (12) 

in a boundless, weakly inhomogeneous medium [i.e., 
g(a,S) becomes unrestrictedly weak as a increases]. 
Note that 

(13) 

for monotonically decreaSing g(a,S) and (F(x l )G(X2) , 
when a:s IXI - x21 and a > O,due to the path curva
ture in almost all realizations. The larger a is in 
Eq. (2), the faster F(s;) and G(S2) become effectively 
uncorrelated with 1 x 1 - x 21. The equality applies in 
Eq. (13) only in the nonstochastic limit a ~ O. 

Since the statistical characteristics of two function
als along any path should be unchanged in a statisti
cally isotropiC medium with the curvilinear distance 
traveled (this property may be referred to as auto
path stochastic invariance), a Lagrangian autopath 
correlation should be locally independent of S,i.e., 

g(a,S) =g(a). (14) 

Furthermore,for reversible paths (in the sense that 
there exists no favored direction of travel along a 
path between two points, e.g., Fermat paths) it makes 
no difference which functional precedes the other. In 
other words,s~ > s2 gives the same result as s2 > 
s ~ , so that when Jl is statistically isotropiC, 

g (a) = g(- a) (15) 

(this property may be referred to as autopath corre
lation symmetry). Note that, in the absence of path 
reversibility, Eq. (15) is true if and only if F(s) == 
G(s). Equations (14) and (15) represent statistical 
isotropy in the Lagrangian sense. Therefore, the 
Lagrangian stochastic integral of Eq. (6) can be eva
luated as follows, in a statistically isotropic medium, 
when sl = S2 = 8 [see Eq. (40) for a method of evalu
ation when the upper limits are not equal] and ~l = 
~2 =~: 

rS S 

Jo ds{ Jo d8 2 g(s'l' 82) 

1 J.S J2S-0 = 2 da dS g(a, S) o a 
·0 2 s+o 

+~J do J dSg(a,S) 
-$ -0 

= 2 r da (s - a)g(a) o 

= 2 s g, do 1 - - --Js ( a )g(a) 
o 0 8 go 

~ 28goL g • 

(16) 

(17a) 

(17b) 

(18) 

Equation (17b) goes asymptotically to Eq. (18) via 
auto path stochastic invariance and g(a) unrestrictedly 
weak, where the Lagrangian integral scale Lg corre
sponding to the correlation g(o) is defined by 
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L. == lim lSdo (1- ~)g(o) 
g s-+ 00 0 S go 

(19) 

and where the intensity factor go corresponding to 
g(o) is defined by 

go == E{F(~)G(~)} 

= (F(~)G(~) 

= g(O) = g(s~ = s2), 

(20a) 

(20b) 

(20c) 

and normalizes g (0) in Eq. (19). Equation (77) justi
fies Eq. (20b) for all s of physical interest. The inte
gral scale L g is assumed to exist and cannot be a 
function of s. In Eq. (l9), L g is defined as a Cesaro-l 
integral; for even more general definitions of integral 
scales, see Lumley .15 In essence, LiS represents a 
measure of the curvilinear range of strong correla
tion between F[X(s~, m and G[X(s2' ~)]; when u » L g, 

they are essentially uncorrelated. Thus, L g serves 
as a stochastic scaling factor for the curvilinear 
memory of g(o, s) and is particularly important in 
interpreting integrals involving g(u, S). 

In practice, the result of Eq. (18) is physically useful 
if and only if this asymptotic form occurs for s small 
enough to satisfy the conditions imposed by the pro
blem of interest. This empirical point will be deve
loped further as this study evolves. Obviously the 
nature of the convergence assumed for Eq. (12) deter
mines the class of integral scales L that are Physi
cally useful in Eq. (18), and especialfy the rate of con
vergence of Eq. (17b) to the asymptotic form of Eq. 
(18). Note that the faster g(u)/go declines to a negli
gible value, the smaller L g becomes. However, the 
analogous Eulerian integral scale L G ' 

_ j 00 (F(x 1)G(X2) < 

LG = 0 dlx1 - x2 1 (F(~)G(O) - L g , 
(21) 

represents a lower bound for L g; equality occurs only 
in the nonstochastic limit (]I -> 0, where there exists 
no path curvature. Monin and Yaglom 11 observe (see 
Sec. 9. 3) from empirical studies that large variations 
in the value of r dS 1 f ds~ g(s~, s2) for a = O(L g ), 

o 0 
due to variations in the form of g (s ~ , s'2)' occur only 
if g(a, S) is permitted to assume negative values and 
to change sign frequently with increasing u and that 
when g(a, S) remains nonnegative for all a, the depen-
dence of j'ds1 fds 2 g(s{,S2) on the specific form 

o 0 
of g(a, S) is very weak and the asymptotic form of Eq. 
(18) is rather well satisfied for all u ~ 5L g' For a 
fluid mechanics analog of Eq. (18), see Eqs. (9. 30)
(9.36) of Monin and Yagloml1 [also consider Eq. 
(7.1. 3) of Tennekes and Lumley I3]. 

n. THE ASYMPTOTIC EVALUATION OF STO
CHASTIC CROSSPATH LAGRANGIAN 
INTEGRALS 

The asymptotic evaluation of integrals involving 
Lagrangian crosspath correlations is more compli
cated than for autopath correlations but is analogous. 

~I 

~~~,~--~--~~--~--~----~~~S, 
:Y(s" ~,) 

So 

FIG. 1 Example of Lagrangian crosspath spreading. 

J, Math. Phys" Vol. 13,No, 2, February 1972 

When ~1 ,,< ~2' statistical isotropy gives 

g(sl,s2'~I'~2) =g(sl's;, 1~1- ~21) =g(s~,s2,6), 
(22) 

as can be seen by rotating and translating the source, 
with 

6 == ~1 - ~2 (23a) 
and 

(23b) 

Furthermore, 

and 

6> 0, (24a) 

(24b) 

g(s1,S2,6) 0 -+00" 0, s1,s2 finite; (25) 

note that, in general, the limit 6 --. 0 reduces cross
path quantities to the corresponding autopath quanti
ties. Again, in a boundless, weakly inhomogeneous 
medium, 

0-+00,,0. 

(26) 

(27) 

However, in contrast to the Lagrangian autopath cor
relation g(o , S), the Lagrangian crosspath correla-
tion g(u, S, 6) cannot be exactly independent of S be
cause the path spreading must affect the statistical 
characteristics of the product of the two Lagrangian 
functionals; see Fig. 1. However, if the path diverg
ence is negligible over some suitable measure of the 
curvilinear range of Significant correlation between 
F[X(s~, ~1)] and G[X(s2' ~2)],g(a,S, 6) should be at 
most a weak function of S [this property may be re
ferred to as the crosspath stochastic invariance 
approximation; see Eq. (69) and Appendix B]. Like
wise, since~the paths from ~1 and ~2 are continually 
diverging,g(a, S, 6) will not, in general, equal g(- a, S, 6) 
unless the mean path divergence occurs so slowly 
over a region of significant correlation between 
F[X(S'I'~l)] and G[X(s2'~2)] that g(a, S,6) is essen
tially unaware of this gradual spreading of paths (this 
property may be referred to as the crosspalh corre
lation symmetry approximation). Since the amount of 
mean path divergence can be kept small by making the 
inhomogeneity factor Cl as small as necessary [see 
Eq. (69)]-, it will be assumed that the mean path diver
lience is negligible over a curvilinear range of several 
L g (6), as defined by Eq. (33),for all s of physical 
interest so that 

g(u, S, 6) = g(- a, S, 6) 

0-+0 > g(u), 

(28) 

(14') 

with g(u, S, 6) a weak function of S. Note that for re
versible paths, the mean path divergence can be the 
only reason for the dissymmetry of the correlation 
g(a, $,6) since, in the absence of spreading, there 
exists no means of inferring a distinction between 
s 1. > s 2 and s ~ > s 1. from any statistical character
istic when J.1.(x) is statistically isotropiC. 

Therefore, the integral of Eq. (6) can be evaluated as 
follows when S1 = s2 = s: 
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rS S 
J~ ds! r ds; i(sl,sa,O) o Jo 

== l s
da J2S-0 dS i(a,S, 0) 

o 0 

=" 2 {da (s - a)g(a,s,o) 

= 2sg(0,s,6) J~da (1- a/s)!(a,s,~) 
g(O,s,o) 

~ 2sga (0)Lg (0) 

6-+00 » 0, s finite, 

where the convenient definition 

- 1 1 J2S-0 ~ 
g(a,s,6) ="--" dSg(a,S,o) s-a.:. <J 

6-+0 > g(a) 

(29) 

(30a) 

(30b) 

(31) 

(18') 

(27') 

(32) 

(14") 

gives Eq. (30a) and Eq. (31) follows asymptotically via 
Eqs. (33) and (34). ,The new function g(<!.,s,o) repre
sents a sort of curvilinear average of g(o, S, 0). Since 
i(a, 5, 0) is a weak function of S for sufficiently slow
ly diverging paths, it is expected that g(a, s, 6) is an 
even weaker function of s. The Lagrangian integral 
scale Lg (0) corresponding to g(a, s, 6), i.e., 

L (6) == lim tda(l- ~)g(a,s,o) (33) 
g 5-+00 0 s &,(0,s,6) 

(19') 

is assumed to exist and cannot be a function of s. The 
intensity factor g (0, s, 0), where 

&,(O,s,o) = limg(a,s,o) 
0-.0 

~go 

(32') 

(34) 

= {F(h)G(~2» ~ ga(o) (35b) 

(20') 

~ 0, s finite, (27') 

serves as a running measure of intensity and pro
duces the necessary normalized correlation g(a, s, 0)/ 
g(O,s,o) in Eq. (33). Equation (35a)}01l0ws in the 
same manner as Eq. (20b). Again,L

8
(6) represents a 

curvilinear memory interval in the sense that when 
F[X(s;, ~1)] and G[X(s;, ~2)] are sufficiently separa-

{l ds~ 1'2 ds z g(s~, S2' 0) 
o 0 

ted in almost all realizations, they forget about each 
other [see Eq. (27)]. 

It would not be surprising 10 find [when g(a, s, S) is 
unrestrictedly weak J that L g (0) is largely independent 
of 0 as well as of s jor all s oj physical interest be
cause of the normalizing pre sence of g(O, s , 0) in Eq. 
(33). Furthermore, since 

g(a,s,6) g(o) 
g(0,s,6) --;r-::;o> go' (36a) 

L~(6) is probably nearly equal to L 8. jor all s oj Phy
s~cal interest and 6 less than,say,::SLg,Le., 

(36b) 

The main analytical restriction on the usefulness of 
Lagrangian crosspath asymptotic integral evaluations 
like Eq. (31) proves to be the ° dependence of the in
tensity factors. This difficulty can be obviated in 
practice by averaging 0 over the surface 50 of the 
acoustic source. 7 

The factor ga(6) has been introduced into Eq. (31) to 
replace g(O, s, 1» since, although g(O, s, 1» is a weak 
function of s, it may not be a negligible function of s 
because of the cumulative (spreading) effects of S 
in Eq. (34) over large s. On the other hand, as discus
sed in Appendix B, g(O, s, 0) probably varies little 
over the s range of experimental interest even though 
it may be si~ificant1y less than go(1)) of Eq. (35a). 
Therefore, ga(o) represents the curvilinear average 
of g(O, s , 0) over the s range of experimental interest. 

This study will not be concerned with the satisfaction 
in particular experiments of explicit conditions for 
the asymptotic validity of relations like Eqs. (18) and 
(31), since the resulting integral scales are usually 
poorly known or not at all. 7 , 11,14,16 Instead, an em
pirical point of view will be adopted in which it will 
be assumed that relations like Eqs. (18) and (31) are 
valid, with the integral scales only negligibly depend
ent on s jur all s oj physical interest. Therefore, in 
practice, after carrying through all of the analysis, 
the final results must be compared with experimental 
results to determine the region of validity. At this 
juncture, it does not appear possible to devise a com
pletely general method for determining the s depend
ence of Lagrangian integrals like Eq. (6).10 In fact, 
a completely general Lagrangian method of attack on 
problems of the type considered in this study does 
not appear to be presently available. 7 ,9 

Equation (6) can now be considered in its full genera
lity under the assumptions of the crosspath stochas
tic invariance and correlation symmetry approxima
tions. Arbitrarily choose s 2 ~ S 1 and consider the 
situation illustrated in Fig. 1 for a typical realization 
Ila with ~1 "f- ~2: 

l s1 J,2S1-0 ~ 1 lS1 J2".!-0 ~ = ~ do dSg(o,S,o) + 2 do dSg(o,5,0)-
o 0 0 0 

(37) 

f do t s
-

o 
dS g(o, s, 0) 

o 0 
(29') 

(17') 
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If this derivation is repeated with S 1 2: S 2' the last 
term in Eq. (37) is replaced by 

1 ~~ -51 (2s2 -0 ~ , 
== - z da J, dS g(u,S ,0) 

25 1 "0 

l S2 -s 1 
6 .... 0> 0 da(s2 - 8 1 - a)g(8) 

=0 

(41a) 

(41b) 

(41c) 

Equation (41a) shows that Eq. (37) is valid for all 
pairs S1,8 2 E [O,OCI). The limit of Eq. (41c) shows the 
last term in Eq. (37) is a measure of the effect of the 
curvilinear length disparity 182 - S 11. Equation (32) 
and 

~g(u), (42b) 

which should be only a very weak function of 81 and 
of s2' give Eq. (38) from which Eq. (33) yields Eq. (39). 
It is convenient to define 

¢ L2 (Sl,8 2 ,0) 

5-+S~5)Lg(0) 
1 2 
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(43) 

(44a) 

(45a) 

(46) 

(47) 

(44b) 

s .... s = s > i.g (6) 
1 2 

(31') 

(18") 

(40) 

(45b) 

(48) 

Equations (43) and (47) give Eq. (40). Note that the 
limits sl ~ s2 = 8 and/or 6 ~ 0 reduce the new ex
pressions to the earlier, less complicated results. 
When S l' S 2 are both large, which is the only case of 
interest in this study, 

- - 152-s1 i2(U,8 1,S2,6) 
L 1 (Sl,S2,6)""Lg(6) + da -(0 6) (49) o g ,sl' 

(50) 

SincElIs2 - s11 can still be quite large,L1(81)S2,6) 
and L 2(81'8 2 ,6) can differ c~onsiderably;for example, 
~hen s2 - SI > several Lg ,L1 (sl,S2,6) f';; 2Lg and 
L 2 (8 1 ,S2'O) f';; 0 for 6 small. Therefore,relations 
like Eq. (40) could present considerable analytical 
difficulty because the exact nature of the S l' S 2 de
pendence cannot be discerned. Fortunately, a saddle
point evaluation of < Ip (x) 12) (via Ref. 5) results7 in 
81 = s2 = So' the saddle-point, and, consequently, the 
limit of Eq. (31') occurs. 

m. SOME CONSEQUENCES OF STATISTICAL 
ISOTROPY 

Appendix 4 of Lumley 15 contains a thorough discus
sion of invariant theory and the consequences of sta
tistical isotropy. From this discussion, the following 
four theorems are adopted for the purpose of this 
study. Theorems Ia and IIa are straightforward, but 
Theorems Ib and lIb need some special consideration. 

Theorem fa: When /-L(8~), /-L(sz),.·., /-L(s;), /-L, i(8~) 
are Lagrangian functionals with the arc lengths 8 ~, 
S 2' ... , s;, s ~ along the same Fermat path from the 
initial point ~ in each realization, 

where m, n, ... ,l are finite integers, and the refrac
tive index field /1(x) is statistically isotropic. Like
wise for all such tensor functionals of odd finite rank. 
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Only the case of 

need be considered; the more general situation can be 
demonstrated in an analogous manner. When p.(x) is 
a statistically isotropic field, the vector fi (s ~, s;) can 
only depend on s ~, S 2 E [0, 'Xl). Let Bj be an arbitrary 
vector. Thenf;Bj = g(Bj B) == O,sincefiBj must be 
linear in Bj and yet it can only be a function, denoted 
by g(B i B I)' of the only possible transformation in-
variant BiB j • Therefore, /;(s~, s2) O. Equation 
(51'), and, in general, Eq. (51) can be viewed as a 
consequence of the Lagrangian spread of terminal 
locations when s ~, S 2 > 0 since no distinct terminal 
separation vector means that there can exist no such 
dependence. 

Theurem Ib: When J.1.(slJ, /L(sz)"'" J.1.(sS) , /L, j(s~) 
are Lagrangian functionals with arc lengths s i. , s'2 , 
'" ,s3's~ along different Fermat paths from a con
tinuous initial surface So in each realization and (II > 
0, 

where m, n , ... ,p are finite integers, and the refrac
tive index field p.(x) is statistically isotropic. Like
wise for all such tensor functionals of odd finite rank. 

In contrast to Eq. (51'), consider 

l(s~,sz'O) ~ E{p.>i[X(s~,~~)]/Jl[X(S2,~2)1} (52') 

o~o ,. fi(S~,s2) = 0 (51") 

b"'oo > 0 (s;', s; finite) (53) 

S S ... o > Ae(I)Oi' (52") 
l' 2 

Note thatft(s~,S2'{) can depend on () and,in fact,is 
given by Eq. (52/1) for s ~'S2 ..... O. In the case of turbu
lent particle diffusion,10-13 the Lagrangian cross
path correlations of particle velocity fluctuations are 
a function of O. However, in case of sound propaga
tion, when all the paths from So share a dominant 
initial direction, they leave the initial surface rapidly 
as they diffuse and their memory of (, fades. When 
their memory of the directionality of () is lost due to 
the Lagrangian path spreading, 

J:(s~,s;,O) '" J:(s~,S2'O), (II > 0, (54) 

i.e.,o = 161 may still be important. However, Eqs. 
(24a) and (51') give 

so that 

1;(s1,82,6) ,.., 0, (II > O. (54') 

Theorem IIa: When p.(s~), ••• ,p.(s;), Il.i($~), 
P..is4) are Lagrangian functionals with arc lengths 
s~, ... , s2' S3' S4 along the same Fermat path from the 
initial point ~ in each realization, 

where Bo is a scalar function of s1" .. , s2' s3' S4 E 

[0, 'Xl) and I); m, ..• ,n are finite integers, and the re
fractive index field p.(x) is statistically isotropic. 

Note that this theorem can be extended to include all 
such autopath Lagrangian functionals of finite even 
rank; for a rigorous treatment of this theorem and 
its extension, consult Lumley.15 

Theorem IIb: When p.(s~), ... , /1(s;), Il i(s3)' 
fl j(s~) are Lagrangian functionals with arc lengths S'l' 

. : • , s ~, s ~, s 4 along different Fermat paths from a 
continuous surface So in each realization, 

where Eo is a scalar function of s~, ... , s2' s3' $4 E 

[O,'Xl) and all the initial separations ~pq ~ I ~p - ~ql, 
withp,q == 1, ... ,2,3,4;m, ... ,n are finite integers 
and the refractive field p.(x) is statistically isotropic. 

This theorem follows ,by a direct extension of the 
previous methods. 

IV. SOME STOCHASTIC LAGRANGIAN INTEGRALS 
AWNG FERMAT PATHS 

Now that most of the basic concepts have been dis
cussed, some representative Lagrangian ensemble 
expectations, which are dependent upon stochastic 
Lagrangian integrals, may be investigated analytical
ly for the case of Fermat paths. Of particular signi
ficance are E{n(s}} and AXi(S,~) [see Eq. (66)J. This 
latter quantity represents a useful analytical mea
sure of the Lagrangian spreading and proves to be in 
agreement with the discussion given in Sec. III of 
Ref. 5. 

When J.1.(s) = /L[X(s, ~») is a functional of a Fermat 
path,i.e.,X(s,~) is governed byl,7,14 

d ( dX) 
Il,i = ds \f ds' (57) 

for all realizations of a statistically isotropic en
semble {/La} ,E{/1(s)} can be related to E{/L(O)} of 
Eq. (4') as follows: 

E{/L(S) - /L(O)} = (II[E{n(s)} - E{n(O)} J ::: (IIE{n(s)} 
(58a) 

(58b) {
' ,; dX. l 

== E 1 ds' fl .(s')-,' (S')i o . ds , 

== dd:'\ (0) f ds' E{ 11-(0) p. /(s') ~ 
S 0 ~(s')' , 

S Sf In t(s'}n i(S") l 
+ a2 Io ds' fo dS"El • fl(S') f 

(58c) 
S Sf 

= a2 1. ds' 1. ds"E{n.i(s')n.i(s")-O«(II)} 
o 0 (59a) 

1.
s 

( 0) R(u) ::-: a2sR o 0 do 1-S Ro - O(a3s) 

«->0 >' O. 

(aOa) 

(60b) 

(60e) 

Equations (2') and (4') yield Eq. (58a);Eq. (59a) fol· 
lows from expanding [1 + (IIn(s')1-1,with 0 < (II « 1, 
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and from Eq. (51). Defining 

R(a) =R(S',S") == E{n)s')n)s")} (61) 

via Eq. (14), gives Eq. (59b) which goes asymptotically 
to Eq. (60a), where the Lagrangian integral scale cor
responding to the correlation R (0) is defined by 

A == lim f do 1(-~) R(o) , (62) 
s-+oo 0 s Ro 

with the intensity factor 

Ro == E{n'i Wn'i W} 

= (n,; (~)n,; W); 

(63a) 

(63b) 

A is assumed to exist and cannot be a function of s. 
The limit of Eq. (60b) is a direct consequence of un
limited Lagrangian terminal spreading over Fermat 
paths and Eq. (60c) results because, in the nonstochas
tic limit, 

E{/1(s)} a-+O>I, (64) 

as required in a uniform medium. Note that 

E{/1(s)} = 1 + etE{n(s)} '" 1 = (/1W) = E{/1(O)} 
(65a) 

if and only if 

(65b) 

Equation (65b) is the condition for Lagrangian statis
tical homogeneity for this case in the sense that 

(65c) 

is analogous to Eq. (4) when both S1 and S2 satisfy 
Eq. (65b). 

The Lagrangian spread of Eulerian terminal points 
for Fermat paths can now be investigated in order to 
understand better how it affects Lagrangian ensemble 
expectations over Fermat paths. An appropriate mea
sure of the Lagrangian spread is 

X _1 (0) _1 (0) dX· dX J 
ds ds 

(67) 
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= et2s 3R [f do (~_ ~ _ ~)! R(o) 
o 0 3 S 2s 3 3 Ro 

- o (ets 3 )] ft +dXi (0) dXi(O)] L ds ds 
(68) 

(69) 

no summation on i ,which represents the diagonal 
terms of the Lagrangian spreading matrix, Eq. (20) of 
Ref. 5, for Fermat paths. Equation (69) has a fluid 
mechanics analog in Richardson's "nearest-neighbor 
diffusion" (cf. Eq.113 on page 48 of Corrsin12 ). 

Equation (67) follows from 

() is, dX, , 
Xi S, ~ = ~i + ds - (s ,~) o ds 

dX. 1·s /1(0) 
=~. + -' (0) ds'--

1 ds 0 /1(s') 

, ( ") 
+ is ds' IS ds" /1.; s 

o 0 /1(s') 
(70) 

and Eq. (51'). The expression 

/1(0) = 1 _ dX; (0) f ds' /1(0)/1)5') 
/1(s) ds 0 /1(S)/1(5') 

(s (s' /1 ,(5')/1 ;(S") 
- J, d s' J~ ds 1/ • • • 

o 0 /1(S)/1(5') 
(71) 

produces Eq. (68) which goes asymptotically to Eq. 
(69), where 

A == lim ~ t do (1 _ 30 + 30
3

) R (0) 
3 s-+oo 0 2s 4s 3 Ro 

(72) 

is assumed to exist and cannot be a function of s. 

V. THE LAGRANGIAN SUBENSEMBLE 
EXPECTATION 

In Ref. 5, the Lagrangian 5ubensemble expectation of 
F(x), 

i{F[X(s, ~)]} = E{F[X(s,~)] I X(s, ~) ~ x}, (73a) 

where the rigorous interpretation of X(s, ~) ~ x is 
x + dx > X(s, ~) 0::. x, was introduced. For the purposes 
of stochastic Lagrangian analysis, it would be conveni
ent if integral ensemble expectations like Eq. (6) were 
analogous in their asymptotic behavior for full en
semble and subensemble expectations, even though the 
respective integral scales and intensity factors are 
not expected to be identical. Before investigating this 
hypothesis, it is important first to understand the 
essential difference between £{F[X(s, ~)]} and 
E{F[X(s , ~)]}. In Secs. I and IV, it was emphasized that 
Lagrangian spreading distinguished the Lagrangian 
ensemble expectation E{F[X (s , ~)]} from the Eulerian 
ensemble expectation (F (x». However, by definition 

i{F[X(s, ~)]} == E{F[X(s, ~)] I X(s, ~) ~ x} (73a) 

= E{F(x)} 

t= E{F [X (s ,~)J}, s, ct > OJ 

(73b) 

(74) 



                                                                                                                                    

A P PRO A C H T 0 S Toe HAS TIC LAG RAN G I A N I N T E G R A L S 177 

¢ (F(x» == ),00 ds 1 d~ E{F[X(s, ~2») 
o So 

xB(x,~ls), (75) 

i.e.,E{F[X(s, ~)]} permits no spread AX(S,~) of the 
terminal location [Eq. (73b)J and, therefore, it differs 
from E{F[X(S,~)]} [Eq. ('~.4)J. Equation (75) is Eq. (13) 
of Ref. 5 and shows that E{F[X(s, ~)]} is only "quasi
Eulerian" and does not equal (F(x» [unless the joint 
probability density B{x,~ls) acts like a 0 function; 
see Sec. III of Ref. 5] because it includes only one 
value of the pair s EO [0, (0), ~ EO So' In the case of 
E{F[X(s, ~)] I Xes ,~) F::; ~}, it is reasonable to assume 
that, for statistically isotropic media, only s = 0, 
X (O,~) ~ ~ can contribute for almost all Ma' i.e., the 
measure of the set of Ma which produce paths that 
double back from So to ~ is zero for a «1 and for 
all s of physical interest. Thence, 

E{F[X(s, ~)]IX(s,~) ~ d 
= E{F[X(O, mIX(O,~) :;; d == E{F(~)} (76a) 

= E{F[X(O, m} = E{FW} (76b) 

= (FW). (77) 

However, between the initial location X(O,~) = ~ and 
the terminal location X(s, ~) ~ x, 

~ '" X(S',~) ~ x (78) 

for almost all Me EO {MaL, where 

(79) 

and ° < s' < s. Actually, there exists a Lagrangian 
subensemble spread for each s' EO (O,s),which may 
be represented by Ax(s' ,~) in direct analogy with 
AX(s,~) of Eq. (66). (This is in direct contrast to 
Eulerian ensemble expectations where a spread never 
occurs.) The Lagrangian subensemble spread 
Ax(s' ,~) must observe the limits 

(SO) 

and 
lim EX(s',~) = Ax(s,~) = 0. 

S/-+ S 
(Sl) 

Thus , E{F [X (s , ,~)]} and E{F[X(s', ~)]} behave alike 
as s' increases from zero because their spreading 
behavior is exactly Similar; also E{F[X(s', m} be
haves in this same manner as s' decreases from s. 
(See Figs. 2 and 3.) In fact,E{F[X(s', ~)]} and 
E{F[X(s - s',~)]} exhibit a sort of spreadwise sym
metry about s' = s/2. However,since {f.1.8}S c {f.1.e} 
and LiX(s,~) = 0, while AX(S,~) > 0 for all a, s > 0, 
E{F(X(s', ~m must spread less rapidly as s' increa
ses than E{F[X(s', mL i.e., 

LiK(s',~) < AX(S', ~), a > 0, 0< S':5 S. (82) 

The consequence of this should be that E{F[X(s' ,~)]} 
settles down to the same asymptotic form as 
E{F[X(s',~)J} at somewhat smaller values of s'. 
Also, there exists a random spread in the terminal 
angles at x, which may be represented by Lie(s, ~), 
when LiX(s,~) = 0, while the initial angle e W is con-

stant when AX(O,~) = 0; this distorts the symmetry of 
E{F[X(s', ~)]} and E{F[X(s - Sf, ~)J} about s' = s/2 
and means that £{F[X(s - s', ~)]} spreads more 
rapidly with increasing s - s' than does E{Ff2'(s', ~)]} 
with increaSing s'. Thus, the continuity of E{F[X(s' , 
~) J} guarantees that E{F[X(s - s', ~)]} obtains the 
same asymptotic form for reversible paths as 
l{F[X(s', ~)]} (although more slowly) if s is large 
enough. Therefore, l{F(X(s',~)]} should obtain the 
same asymptotic form as E{F(X(s', ~)J} , although 
more rapidly, and l{F[X(s',~)J} should retain this 
asymptotic form as long as it remains asymptotically 
far from both s' = 0 and s' = s. The behavior des
cribed above is illustrated in two dimensions in Fig. 
2, where the bounding area for AX(s, ~) is given, and 
in Fig. 3, where the bounding area for EX(s,~) is 
shown. Note that the whole question of the evaluation 
of l{F[X(s', ~)]}, as well as of E{F[X(s, ~)]}, has been 
reduced to the problem of determining the asymptotic 
form of the pertinent stochastic Lagrangian integrals 
that results from the Lagrangian spreading. 

It will now be shown that the asymptotic evaluations 
of Lagrangian ensemble and subensemble stochastic 
integrals are exactly similar when s l' s2 are large 
enough. The subensemble analog of Eq. (6) is 

E ~ls1 ds' 152 
ds' F(s' )G(s' )t to 10 2 1 2) 

=" E \151 
ds' 1 ..... ds' F[X(s' l: )J to 10 2 1'''1 

X G[X(s2' ;2}]IX(sv ~l) ~ x,X(s2' ~2) F::;x} (S3) 

== tlds~1""'ds2 i(sl,s2'~V;2'x), (S4) o 0 

where the Lagrangian subensemble crosspath corre
lation 

i(sl,s2' ~1' ~2'X) 
=" E{F[X(sl'~1}]G[X(s2'~2)] IX(Sl'~l} ~ x, 

X(s2' ~2) ~ x} (S5) 

should behave like the corresponding full ensemble 

FIG.2 Lagrangian autopath full ensemble spreading volume. 

So 

FIG.3 Lagrangian autopath sUbensemble spreading 
volume. 
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correlation of Eq. (6), with respect to its curvilinear 
memory lapse behavior, when 81 is asymptotically far 
from both 0,8 1 and 82 is asymptotically far from both 
0,82' This follows from the material of Sec. I and ~I 
by noting, as discussed above, that the Lagrangian en
semble and subensemble spreading is exactly similar. 
(See Figs. 4 and 5.) The methods of Secs. I and II will 
now be applied in detail to Eqs. (85) and (83). In gene
ral, a tilde will be used to denote a Lagrangian suben
semble quantity and to distinguish it from the corre
sponding full ensemble quantity which is not neces
sarily identical in value; retaining the 6 = I ~1 - ~21 in 
the function argument indicates that it is also a cross
path stochastic quantity. 

Consider first the simpler case of the Lagrangian 
subensemble autopath correlation i(8J, 82'~' x). Sta
tistical homogeneity reduces this to g(81, 82' ~ - x) 
and statistical isotropy further reduces this to i(81, 
82' I ~ - x I ). When 8;' is asymptotically far from both 
O,sl and s2 is asymptotically from both 0,82 [which 
requires Ix - ~ I » Ig of Eq. (95) when 0 < a « 1], 
i(8;.,8;, ~,x) reduces to i(8;',82)' In short, 

=i(81,8;,I~-xl) 

(86) 

(87) 

(88) 

In contrast to this, it should be observed that although 
R(x, ~I 8) of Eq. (75) reduces to R(x - ~I 8) for statis
tical homogeneity, statistical isotropy does not give 
R (I x - ~ I 18) because the orientation of ~ - x with 
respect to the initial path direction strongly affects 
the magnitude of R(x - ~I 8); for example, as ~ - x is 
rotated away from the initial path direction with I ~ -
xl kept constant,R(x- ~18) declines in value in a sta
tistically isotropic medium since the measure of 
{MaL decreases. However, statistical isotropy does 
permit considerable Simplification in the asymptotic 
form of R(x - ~I 8); see Sec. III of Ref. 5. 

FIG.4 Lagrangian crosspath full ensemble spreading 
volume. 

5:.,1 _~.,...G---

52 So 

x = ~(sl'51) 
=~(Sd2) 

FIG. 5 Lagrangian crosspath subensemble spreading 
volume. 
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Assuming autopath stochastic invariance, for the sub
ensemble {Ma} s in a statistically isotropic medium, 
and reversible paths gives 

= i(a, ~,x) 

=i(- a,~,x) 

0 .... 00 :> 0 

(89) 

(90) 

(91) 

(92) 

in direct analogy with Eqs. (lOb), (14), (15),and (12), 
respectively. Therefore, when S 1 = 82 = 8 and ~1 = 
~2 = ~, Eq. (84) can be evaluated in the same manner 
as Eq. (18): 

1
s 1s o dS1 0 dS2 i(sl,s2' ~,x) 

= 28i 1s 
da (1- .!!.-) i(a ~~,x) 

o 0 8 go (93) 

(94) 

where the Lagrangian integral scale I , correspond
ing to the correlation g(a), is defined ti'Y 

L == lim t da (1- .!!.-) i!.a) , (95) 
g s .... oo 0 8 go 

considering Eq. (88), and where the intensity factor is 

io == E{F[X(O, mC[X(O, m} (96) 

= <F(~)G(~» = go (97) 

via Eqs. (20b) and (77); Lg is assumed to exist and 
cannot be a function of s. 

When ~l "" ~2' statistical isotropy gives 

i(81,82'~1'~2'x) =i(81,82,6'~1-x'~2-x) (98) 

c\ .... o )g(81,s2'~'x) 

(81,82 finite) 

(100) 

(101) 

(102) 

[cf. Eqs. (22)- (25)]. Assume that the path divergence 
is negligible over a curvilinear range of several 
Lg(6) [this Lagrangian integral is defined in Eq. (116)] 
for all 8 of interest so that 

0 .... 00>0, 

(103) 

(104) 

(90') 

(105) 

and i(o, S, ~1' ~2' x) is a weak function of S, in direct 
analogy with Eqs. (26), (28), (14'), and (27), respective
ly. Therefore, Eq. (84) can be considered in its full 
generality by the same procedure that gave Eq. (40): 
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Ia
S

1 ds~ Ia&.lds2i(s~,s2'~1'~2'X) 
.S 2~-0 

5
1

-+S
2

-S :> JOdo~ dSi(0,s'~1'~2'x) 

== s1i3(0,S1,h'~2'x) t
1

do (1-~) _ 0 s1 

x g3(0, S1' ~1' ~2'x) 
g3(0,S1'~1'~2'x) 

+ s2i3(0,S2' ~1l ~2'x) )"2 do (1- ~) 
_ 0 s2 

g3(0,s2'~1'~2'x) 
X g3(0,s2'~1'~2'x) 

(106) 

(93') 

"2 - S - t 1 do (s2 - S1 - 0)i4(0,S1,s2' ~1' ~2'x) 
(107) 

~ slia(o) (Lg(O) + t 2 -
S1 do i4~0,S1'S~,0») 

o g3(0,S1'O) 

+ s2i
a

(0) (Lg(O)- 1"2-s1 do i4~0,Sl'S2'0») 
o g3(0,s2'0) 

(108) 

6 -+ 0) 2si OLg 

== i a (0)[S1 L1(S1,S2'0) + S2L (S1,S2'0)]. 

The convenient definitions 

(109) 

(110) 

(111) 

- 1 1125
-

0 
-g3(0,S'~1'~2'X)==S __ 0 2" 0 dsg(0,S'~1'~2'x) 

(112) 

~ i 3 (0,s,0) 

6-+0 :> i(o,~,x) 

(l13a) 

(l13b) 

(these should be only a very weak function of s) and 

- 1 
g4(0,S1,s2' h, ~2'x) == ( ) 

S2 - S1 - 0 

X ~ t S2 
-0 dS i(o, S, ~1' ~2'X) 

2s1+0 (114) 

(115a) 

6-+0 :> i(o,~,x) (l15b) 

(these should be only a very weak function of S 1 and 
s2) give Eq. (107) which goes asymptotically to Eq. 
(108), where the Lagrangian integral scale Lg(o) cor
responding to the correlation i3 (0, S, ~1' ~2 ,x), i.e., 

L (0) == lim tdo (1- ~)~3(0,S,0) (116) 
g s-+oo 0 s g3(0,s,0) 

(95') 

is assumed to exist, and cannot be a function of s, and 
where the intensity factor is 

i3(0, s, 0) = lim i 3(0, s, 0) ~ i (0); 
0-0 a 

(117) 

ia(o) represents the curvilinear average of i 3 (0,s,o) 
over the s range of experimental interest and is ana-

logous to ga(6) of Eq. (34). Note that the intensity 
factor at s = 0 is 

io(o) == E{F[X(O, ~1)](;[X(0, ~2)]} 

= (F(~1)G(~2» ;(; ga(o) 

--"6--:-+-00~> O. 

(118) 

(119) 

(96') 

(120) 

Because o.f the normaliZing presence of i3 (0, s, 0) in 
Eq. (116), It would not be surprising to find that L (0) 
is largely independent of 0, as well as of s for alf s 
of interest. Furthermore, since ' 

g3(0,S,0) i(o) 
-(0 ,,) 6-+0>---' (121a) 
g3 ,s,u go 

Lg (0) is probably nearly equal to L jar all s oj phy
steal interest and 0 less than, say, ~Lg, i.e., 

and 

L(o) "" Lg , 0 < 3Lg • (121b) 

¢ L2(S1,S2'0) 

___ ~>Lg(o) 
sl~s2-s 

(123) 

(116'a) 

(124) 

(125) 

(123) 

(116'b) 

(126) 

Equations (122) and (125) give Eq. (111) which is ana
logous to Eq. (40). 

Furthermore, when s ~ , ... , s.4 are all asymptotically 
far from 0 and from s l' ..• ,s 4' respectively, of 
X(sl' ~1) ~ x, ... ,X(s4' ~4) ~ x, theorems la-lIb of 
S~c. III should be asymptotically valid for the Lagran
gIan subensemble expectation. Likewise, the central 
limit theorem for stochastic Lagrangian functionals 
that is cited in Sec. II of Ref. 5 can be assumed valid 
for Lagrangian subensemble expectations in the same 
sense that it was adopted for full ensemble expecta
tions. From the preceding discussion, it is apparent 
that the results of Sec. IV are also valid for Lagran
gian subensemble expectations. 

It proves interesting to contrast the behavior of 
E{(dXi/ds)(s)} and «dX/ds)(x». Consider a straight 
line extending in the initial direction, as indicated by 
(dXjds)(O), from a point ~ on the source So; all the 
paths that cross this line at each point x contribute to 
«dXjds)(x» = 1, where /1 is statistically isotropiC. In 
contrast to this, Eqs. (57) and (51') yield 

_jdXi I _)/.1(0)/ dXi 
E, ds (s)\ = E, /1 (s)\ ds(O) (127a) 
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dX 
= ds'(O)[I-Ql2sRoA] (127b) =P(a,S'~1'~2"X), 

dX 
-----:o-.... :--;o~> d s' (0) 

dX 
-"-.... --,0".......;;.> ds ' (x), 

(128) 

(129) 

where Eqs. (71), (60a),and (62) have been employed to 
obtain Eq. (127b). In the first situation,«dX;!ds)(x) 
represents the Eulerian ensemble expectation of 
(dX;!ds)(x) at each point x on the prescribed path; the 
result of unity implies that there exists no net angu
lar bias at any such x when averaging over {J.Le}' 
Equation (75) shows that many paths from the initial 
surface can contribute, at some arc length s, to 
«dX;!ds)(x). In the second situation 

jdX I \dX I' I £1 ds' (s)\ = E) ds'(s) X(s,~) ~ XI (130) 

represents the approximate contribution at x of all 
the paths of arc length s that reach x reach from ~ E 

So; from Eq. (75), it is seen that the weighed summa
tion of all the E{(dX;!ds)(s)} for all s E [0,00) and for 
all ~ E So give «dX;!ds)(x). Due to the Lagrangian 
spreading, E{(dX;!ds)(s)} becomes increasingly smal
ler than (dX;!ds)(O) as s increases since E{(dX;!ds)(s) 
represents the mean Xi -axis length per unit arc 
length for {IJel X(s, ~) ~ x}. In the nonstochastic limit, 
the medium becomes uniform and Eq. (129) shows 
that the paths X(s, ~) become straight lines. As an 
interesting contrast to Eq. (127b), Eq. (57) yields 

j dX I dX dX 
EIJ.L(s) ds'(s)1 = ds'(O)E{J.L(O)} = ds'(O), (131) 

via Eq. (4'), which means that J.LdXdds is a Fermat 
invariant under the operation of taking the Lagrangian 
ensemble expectation. 

VI. SOME FERMAT EXAMPLES OF SUB
ENSEMBLE INTENSITY CALCULATIONS 

At this point, it is appropriate to consider some 
examples of subensemble intensity calculations. Con
sider the Lagrangian sound-pressure wave over a 
continuous J.L (x) 1,7,14: 

( 

I 5 ds' 
p[X(s,~)] =PoW exp -"2 10 J.L(s') 

x fdS"J.L'ii(S") +ikofdS'J.L(s'))' (132) o 0 

Case (1): Assume that the phase factor dominates 
in Eq. (132). Then7 

p[X(s,~)] =p(s) ""'Powexp(ikofo5 ds~ J.L(s~)) (133) 
and 

E{P(sl)P*(s2)} 

"" Ip o I2E{exp(ik ofl ds~ J.L(s~) 
- iko f2 dS 2 J.L(s2) )\ (134) 

~ IE{P(so}} 12 exp[2Q12kilsoPa(o)H(O)] (135) 

" .... 0 " IPo l 2 (136) 

(when s1 = s2 = so), where 

P(s~,s~, ~l' ~2'x) = E{[n(s~) - E{n(s~)}] 
x [n(s2) - E{n(s2)} ]} (137) 
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(138) 

(139) 

(140) 

and 

Po(0,SO'~I'~2'x) =-2
1 

too dS P(0,S'~1'~2,x)(141) 
So 0 

Equation (139) goes asymptotically to Eq. (140), where 
the Lagrangian subensemble crosspath phase integral 
scale Ji(o), 

li(o) = lim j S
Oda_1_ t so -

o 
d5 !(a,5,0) , (143) 

50 .... 
00 0 2s0 a Po(O, SO' 0) 

is assu~ed to exist and cannot be a function of So and 
where Pa (0) represents the curvilinear average of 
po(O, so' 0) over the So range of experimental inter
est. Therefore, the coefficient of intensity variation 
V" can be considered 

V2 =E{lp(so)12}-IE{P(so)}12 

P [E{p(so)}12 
(144) 

~ exp[2Q1 2k@soPa (0)ii(6)]- 1 (145) 

"" 2 Ql2kils oPa (6 )ii(6) (146) 

for 

1 » 2Q12kilsoi\(6)Ji(6). (147) 

Equation (146) reduces, in the Eulerian limit, to result 
of Mintzer,8 

v2 "" 2Q12k5r ;; dp 1N(p1)' 

where 

N(p) = (n(x)n(x + p), 

(148) 

(149) 

(150) 

is the separation of the points x and x + p, PI is taken 
along the line between the source and the receiver, 
and r is the source-to-receiver separation. The one
dimensional correlation function N(Pl) is the Eulerian 
equivalent of Ji(a, 5, ~1' ~2 ,x) in the sense that when 
~1 -4 ~2 and the Lagrangian spreading (see Fig. 5) is 
neglected,P(a, 5, ~1' ~2 ,x) reduces to N(pl) with So = 
r. Furthermore,in the Eulerian limit,Eq. (147) re
duces to 

(151) 

which is analogous to Mintzer'sl7 validity condition 
for Eq. (148).1 In Eq. (146),Pa (o)Ji(o) replaces Jooo 
dPIN(pl) of Eq. (148). Although these factors are ana
logous, it should be observed that Eq. (148) is strictly 
Eule rian, since n (x) and n (x + p) are along the same 
known source-to-receiver path in every realization 
J.Ls' In addition, Mintzer8 derived Eq. (148) using a 
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single-scattering assumption which does not consider 
the continuous path fluctuations due to the continuous 
variation in Il (x). However, in one dimension, the 
Debye (continuous fluctuation) and Born (single-scat
tering) pressure wave relations coincide when the 
cumulative phase effects are small. 1, 7 

Case (2): Assume that amplitude factor dominates 
in Eq. (132). Then7 

p[X(S,~)] =p(s) 

( 

S d' s' ~ 
"'" p o(~) exp - ~ 10 1l~/) 10 ds" Il.ii (S"») 

and (152) 

E{P(S1)P*(S2)} 

"" 1 Po 12E .1/ exp (- ~ t 1 ds~ ff dS/~ Il ii(S/~) o 0 • 

- ~ 1o
s2 

ds z ~S2 dS 2 Il. ii (S2»)\ (153) 

~ IE{p(so)} 12 exp[2a2s5Qa(0)J(0)/12] (154) 

a->O > IP o l2 (155) 

Il, ii (S")/Il(S') == an, ii (s") (156a) 

via Eq. (3), 

Q(S/1,S2'~1'~2'x) == E{[n ii(s1)- E{n ii(s1)}] • • 
x [n ii (S2) - E{n ii(S2)}]} (156b) . . 

and 

[
2 3 1 2 1 2 1 - ) 3S0- 30S0- 3 0 So + 203]Q3(0'SO'~1'~2'x 

2s -0 

== 1 0 dS [s - 1(S + 0)] 
o 

x[s-~(S-0)]Q(0,S'~1'~2'x) (160) 

~ tS5Q3(0,SO' 0). (161) 

Equation (158) goes asymptotically to Eq. (159), where 
the Lagrangian subensemble crosspath amplitude 
integral scale J(o), 

2 2)-( ) -( ) _ . j So ( a a 30 Q 3 a, so' 0 
J ° = hm do 1 - - - ~ + ~ 

So->OO 0 2so 2so 4so Q3(0,sO'0)' 
. (162) 

is assu.!?ed to exist and cannot be a function of So and 
where Qa (0) represents the curvilinear average of 
Q3(0,SO'0) over'the So range of experimental interest. 
Therefore, the coefficient of intensity variation VA 

LAGRANGIAN INTEGRALS 

can be considered: 

for 

V2 == E{ IPo(so)12} - IE{P(So)} 12 
A IE{p(so)} 12 

~ exp[2a2s5Qa(0)J(0)/12]- 1 

"" 2a 2sM Q a(o)J(o )/12] 

Equation (165) reduces,in the Eulerian limit,to 

181 

(163) 

(164) 

(165) 

(167) 

which was derived by Bergmann 6 from the eikonal 
and transport equations7 via a variational approach. 
The one-dimensional.correlatlon function [V 2 V2N(P)1 
is the Eulerian equivalent of Q(0,S'~1'~2'X). 1 

vn. CONCLUSION 

Thus, the stochastic tools for employing Lagrangian 
ensemble and sub ensemble expectations are, in prac
tice, the same. The basic stochastic concepts and 
assumptions utilized in this study for both Lagrangian 
subensemble and full ensemble expectations can now 
be summarized as follows: 

(i) The central limit theorem for stochastic Lagran
gian functionals from Sec. II of Ref. 5; 

(ii) Eq. (14) of Ref. 5 in which B(xi - ~ils) and 
E{F[X(s, ~)]} are expressed asymptotically in terms 
of Lagrangian full ensemble and subensemble, respec
tively, stochastic integrals via the central limit 
theorem; 

(iii) the consequences of statistical isotropy as dis
cussed in Sec. III and extended inSec. V, i.e., Theorems 
Ia - lib and their extension; 

(iv) the asymptotic evaluation of Lagrangian stochas
tic integrals as developed in Secs. I, II, and V, in par
ticular,Eqs. (40) and (111). 

APPENDIX A: THE WIENER INTEGRAL 

Since the completion of Ref. 5, the first author has 
found that Eq. (14) of Ref. 5 reduces in a natural way 
to the corresponding Wiener integra[4 ,18,19 for a 
stationary Markov process. Equations (14), (19a), (20) 
and (27) of Ref. 5 give 

(AI) 

(A2) 

Uii == E{[X1 (s,~) - E{X1(s, ~)}][Xi(S,~) - E{Xi(s, ~)}]}, 
(A3) 

and 
m i == E{Xi (s, m (A4) 

(no summation on ii), for a statistically isotropiC 
medium when the Lagrangian spreading matrix lUi . ] 
is expressed in terms of its principal axes. Assunie 
a single initial point,., = (~, '1/,0 so that 
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(F(x» 100 
dsP(x;- TJi Is)E(F[X(s,TJ)]} o 

= E {100 ds P (Xi - TJi Is )F[X(s, 71) ]O[X(S, 71) - X]}, o , 
where (A5) 

B(x i - ~i Is) == P(xi .- 71i I s)o(~j - TJi) (A6) 

and O[X(S,71) - x] represents the Lagrangian sub en
semble condition. Define 

via Eq. (A2), so that 

• 00 ( 

(F(x» = E{~ F[X(s, TJ)]dp(x) sf . (A9) 

When the continuous path X(s, 71) becomes a stationary 
Markov processes, it takes on a three-dimensional 
zigzag appearance and is not necessarily differenti
able for each X(s, ,,) E (- 00, (0). Assume that there 
exists complete randomness with respect to changes 
in direction (e.g., Brownian motion under the influence 
of random impulses in the absence of any kind of sys
tematic forces and neglecting any particle inertia), so 
that mj = O. The velocity c (s) along X(s, 71) is then 
constant between the abrupt changes in path direction, 

In the limit of n -4 00, Eqs. (A12) reduces to the condi
tional Wiener integral of Ref. 18: Jet xF[x{t)]dwlt,X)X 

and X{s, TJ) becomes a Wiener process. Note that Eq. 
(1. 7) of Ref. 18 gives the Lagrangian spreading matrix 
for a Wiener process. 

APPENDIX B: COMMENTS CONCERNING g a (0) 

The factor ga(o) has been introduced in Eq. (31) to re
place g(O, s ,0), which may not be a negligible function 
of s because of cumulati~e spreading effects over 
large s. However ,g(O, s, 0) may vary inSignificantly 
over the s range of experimental interest [even though 
it ma¥: be much less than go(6) of Eq. (35a)].7 There
fore ,g a (0) represents the curvilinear average value 
of g(O, s, 0) over the s range of experimental interest. 
As was pointed out in Sec. II, the s dependence of 
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but changes randomly and discontinuously in magni
tude with path direction. For such a random process, 
it is conceptually easier to first consider Eq. (A8) in 
one dimension and then generalize the result to three 
dimensions. Even then it is not possible to merely 
integrate the one-dimensional form of Eq. (A8) in one 
step since X{s) is not known. However, the motion 
from TJ to x can be paramatrized by the transit time t 
which is discretized such that 

0=tO<t1<t2 <··· <tll=t (A10a) 

(where the points t 1,t2, ... ,t,,-1 divide the time in
terval [O,t] into n equal parts of length t:.t = tin), so 
that the curve X(t) satisfies 

... , 
x{t,,) == x" =x, (A10b) 

where each Xi can take on any value (- 00, (0). It is, 
therefore,natural to assume that Uii of Eq. (A3) is 
proportional to the transit time interval involved, i.e., 

(All) 

Since Eq. (A8) will now yield a Wiener process [see 
Eqs. (1. 7) and (1. 4) of Ref. 18], 4D represents a diffu
sion coefficient and it is convenient to choose a system 
of units such that D = 1. Thus, as the number of steps 
n in going from 71 to x is increased, Eq. (A8) yields, 
successively, in one dimension 

(A12) 

i{o, S, 0) can result only from the Lagrangian path 
spreading. The general situation is illustrated in Fig. 
6, where the outer boundaries of the ensemble expect
ed region of spreading, as represented by t:.X{S, ~1) 
and t:.X(s, ~2) from Eq. (66), and where the two paths 
for a typical realization are shown in two dimensions. 
When all the paths are initially perpendicular to the 
surface So' Eq. (69) gives the traverse Lagrangian 
spreading to be 

(B1) 

for Fermat paths and,on the average,F(s) and G(s) 
are separated by 0 = I ~1 - ~21. Even then,g(O, s, 6) 
decreases as s1 = s = s2 increases since F(s) and 
(;(s) are on different,and generally diverging, paths 
in each realization and, therefore, tend to be found 
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farther apart than 6 by, on the average, the amount 
~t(s). Thence, 

g(0,s,6) ~g[0,0,6 +aXt(s)]. (B2) 

This is in direct contrast with the analogous autopath 
situation where g(a) is independent of ~t(s);note 
that 

(20') 

For simplicity, consider the t:..Xt (s) dependence of the 

FIG.6 Lagrangian crosspath spreading volume. 

• Taken from the doctoral dissertation of J. A. Neubert, "Sound Pro
pagation in Continuous Stochastic Media," under the Interdiscipli
nary Program in Engineering Acoustics, The Pennsylvania State 
University, University Park, Pa., 1970. 
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running intensity factor g(O,S,o) ==g(O,2s,o) for S1 == 
S 2 == S; if this is reasonably insensitive to t:.. Xt(s) over 
a given S range,then,by Eq. (32),g(0,s,o) is even 
more insensitive. The scaling factor 3 for the result
ant decrease in correlation (due to path spreading) 
with increase in AXt(S) is the Eulerian integral scale 
LG of Eq. (21) so that 
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LG 
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(B3) 

(B4) 

(B5) 

(B6) 

gives a measure of the relative decrease in correla
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Explicit basis dates for the general IR of SU(n) are defined in the scheme SU(n - 2) x SU(2) x U(1); the approach 
makes use of elementary multiplets. 

1. INTRODUCTION 

Explicit basis states for SU(n), reduced according to 
the subgroup SU(n - 1) x U(1), were constructed many 
years ago by Gel'fand and Zetlinl; the generator mat
rix elements for these states were written down in 
Ref. 1, and derivations were later given by Baird and 
Biedenharn2 and by Nagel and Moshinsky.3 

In recent years there has been some interest in the 
reduction SU(n) :=> SU(n - 2) x SU(2) x U(I) especially 

for the case n = 6, which is the SU(6) group of par
ticle physics reduced according to the supermultiplet 
scheme. 4 Perelomov, Popov, and Malkin 5 give a 
method based on Young patterns for determining the 
SU(4) x SU(2) x U(1) content of an IR of SU(6); Hagen 
and Macfarlane 6 show how to determine the SU(m) x 
SU(n) x U(1) content of an IR of SU(m + n) by expand
ing the character function for the IR as a sum of pro
ducts of SU(m) and SU(n) characters; more recently 
Mickelsson7 has achieved the same object by examin-
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1. INTRODUCTION 

Explicit basis states for SU(n), reduced according to 
the subgroup SU(n - 1) x U(1), were constructed many 
years ago by Gel'fand and Zetlinl; the generator mat
rix elements for these states were written down in 
Ref. 1, and derivations were later given by Baird and 
Biedenharn2 and by Nagel and Moshinsky.3 

In recent years there has been some interest in the 
reduction SU(n) :=> SU(n - 2) x SU(2) x U(I) especially 

for the case n = 6, which is the SU(6) group of par
ticle physics reduced according to the supermultiplet 
scheme. 4 Perelomov, Popov, and Malkin 5 give a 
method based on Young patterns for determining the 
SU(4) x SU(2) x U(1) content of an IR of SU(6); Hagen 
and Macfarlane 6 show how to determine the SU(m) x 
SU(n) x U(1) content of an IR of SU(m + n) by expand
ing the character function for the IR as a sum of pro
ducts of SU(m) and SU(n) characters; more recently 
Mickelsson7 has achieved the same object by examin-
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ing the related problem of finding the Clebsch-Gor
dan series for appropriate IR's of SU(nz + n). Devi 
and Venkatarayudu 8 have treated the special case 
SU(4) ::J SU(2) x SU(2) x U(1) by the use of elemen
tary multiplets; they have not only solved the counting 
problem, but specified explicit bases. 

The method of elementary multiplets (Devi, Venka
tarayudu, and Moshinksy's elementary permiSSible 
diagrams8,9) has been used to solve a number of 
internal labeling problems. 8-12 It is based on the 
fact that the stretched product of subgroup multiplets 
from one or more IR's defines a multiplet of a higher 
IR. The labeling problem is solved when it is demon
strated that all subgroup multiplets of all IR's are 
obtained in this way in terms of a finite number of 
elementary multiplets; relations connecting the ele
mentary multiplets make certain combinations of 
them redundant in general. For general discussions 
of the method see Ref. 12. In the next section a com
plete set of elementary multiplets, with redundant 
combinations, is presented for SU(n) ::J SU(n - 2) 
x SU(2) x U(l). They define a complete, independent 
set of subgroup multiplets for all IR's of SU(n) and 
thus pave the way to the direct calculation of gene
rator and transformation matrix elements and Cleb
sch-Gordan coefficients with respect to the basis 
states in question. 

The SU(n) ::J SU(n - 2) x SU(2) x U(l) scheme is de
fined by specifying the subgroup decomposition of 
the first FIR (fundamental irreducible representation) 
of SU(n). The n states are broken into two sets of 
n - 2 and 2, respectively. The first set transforms 
according to the first FIR of SU(n - 2) (and is an 
SU(2) scalar); the second is an SU(2) doublet (and an 
SU(n - 2) scalar). A "hypercharge" quantum num
ber Z is aSSigned the value 2/n for the (n - 2)-plet, 
-en - 2)/n for the doublet. 

In the SU(6) scheme of particle physics, the six states 
of the first FIR are those of three quarks, each of 
spin ~; the first four refer to the non strange quarks 
with spin and isospin each ~,and the other two are 
the spin states of the strange quark. In a general 
SU(4) x SU(2) x U(l) multiplet of an IR of SU(6), the 
SUe 4) labels describe the nonstrange quarks-in the 
SU(2) x SU(2) decomposition of SU(4), the two SU(2) 
subgroups describe their spin and isospin, respec
tively, in the manner of the Wigner supermultiplet 
scheme; the SU(2) labels refer to the spin of the 
strange quarks; the U(l) label Z is the total hyper
charge. Although this scheme is sometimes called 
the Wigner supermultiplet decomposition of SU(6), it 
should be stressed that it generally assigns nuclear 
states to SUe 4) multiplets different from those of the 
conventional supermultiplet model; thus in SU(6) the 
nucleon states, together with the states of the (3, 3) 
resonance form a basis for the (300) IR of SU(4) 
while in the usual scheme the nucleon states trans
form according to (100). 

The SU(4) :=J SU(2) x SU(2) x U(1) scheme provides 
bases (but not the conventional ones) for the Wigner 
supermultiplet nuclear model. Under it, the SU(2) 
subgroups describe, respectively, the proton and neu
tron spins; the "hypercharge" is the 3-component of 
isospin. 

For n ::::: 3, the scheme reduces to the canonical 
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SU(3) :=J SU(2) x U(l) decompOSition applicable to ele
mentary particles; SU(2) describes isospin, U(l) 
hypercharge. 

2. ELEMENTARY MULTIPLETS 
According to Racah,13 the number of internal (state) 
labels required is ~(r G - lG)' where r G and lG are the 
order (number of generators) and rank (number of 
IR labels, or number of FIR's) of the Group G. If r 
and lH are the corresponding quantities for the sub~ 
gr.ou~ H, it follows that there are ~(r G - lG - r H - IH) 
mlssmg, labels. In the elementary multiplet method 
of defining states, the labels are the exponents of the 
powers of the elementary multiplets whose product 
defines the subgroup multiplet in question; the labels 
provide the IR labels for group and subgroup, plus 
the "missing" labels. It follows that the number of 
independent elementary multiplets is ~(r G + IG -r H + lH)' 
For the scheme SU(n) :=J SU(n - 2) x SU(2) x U(l) we 
have rG = n2 - 1, lG = n - 1,rH = n 2 - 4n + 7, IH = 
n - 1. Hence there are n - 3 missing labels and 
3n - 5 independent elementary multiplets. 

We first list the elementary multiplets; they are 
found by examining low-lying IR's of SU(n). The 
proof that they solve the labeling problem in general 
is outlined in the next section. The IR labels are 
those of Cartan (the ith label is the number of columns 
containing i boxes in the Young diagram of the IR; it 
is the number of times the ith FIR occurs in the 
stretched product which defines the IR in question); 
\' a i are the Cartan labels for SU(n), SU(n - 2), res
pectively; a(= 2j) is the IR label for SU(2); Z is the 
hypercharge or U(1) label. The ith fundamental FIR 
of SU(n) is that with \ = 1 and all other A'S equal to 
zero. For 1 < i < n - 1, it contains three multiplets 
of SU(n - 2) x SU(2) x U(l), each of which is an ele
mentary multiplet. The first, A L has a i = ~, all other 
a's equal to zero, Z::::: 2i/n; the second, A 2, has 
QI i-I = 1, a .= 1, all other a's equal to 0, Z = (2i/n) -1; 
the third, A 3, has a i _2 = 1, all other QI'S equal to zero, 
Z = (2i/n) - 2 (Al-2 and A~ have all a's equal to zero, 
i.e., are SU(n - 2) x SU(2) scalars). The first and 
(n - l)th FIR's of SU(n) each contain just two (ele
mentary) multiplets. For the first,AI is as above 
with i = l;A~ has QI = 1 and all other QI'S equal to 
zero, 2 ::::: (2/n) - 1; there is no A~. For the (n - l)th, 
there is no Arl;A~-1 has a = 1 and all other QI'S 
equal to zero, Z = -(2/n) + l;A~-1 is as above with 
i = n = 1. Thus there are 3n - 5 elementary multiplets 

Ai .(i = 1, "', n - 2), 

A~ (i = 1, ... , n - 1), (1) 

A~(i=2, ... ,n-1). 

For n = 6, they are (the notation is (AIA2A3A4A::;; 

a 1a 2 Q13' QI, Z»: 

Ai = (10000; 100, 0, t), 
A~ ::::: (10000; 000, 1,- j), 

A~ ::::: (01000; 010, 0, j), 

A~ = (01000; 100, 1,- t), 
A~ = (01000; 000, 0, - ~), 

A~ = (00100; 001, 0, 1), 

A~ ::::: (00100; 010, 1, 0), 

A~ = (00100; 100, 0, - 1), 

Ai = (00010; 000, 0, ~), 
A~ = (00010; 001, 1, t), 
A~ = (00010; 010, 0,- i), 

A~ = (00001; 000, 1, j), 

A~ = (00001; 001, 0, - t). 
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Although the elementary multiplets (1) are correct in 
number, they do not, unfortunately, by themselves 
solve the labeling problem; certain additional com
pOSite elementary factors Aij (1 .,; i .,; j - 2 .,; n - 3), 
i(n - 2) (n - 3) in number, are required. Aij belongs 
to the IR of SU(n) with ~ = A; = 1 and all other A'S 
equal to zero. As an SU(n - 2) x SU(2) x U(l) mul
tiplet, it has (Y i-I = (Yj_l = 1 and all other (Y'S equal 
to zero (A Ij has (Yj_l = 1 and all other (Y' S equal to 
zero; A i n-l has (Y;_l = 1 and all other (Y rs equal to 
zero;Al n-l has all (Y 's equal to zero); its hypercharge 
is Z = 2(i + j - n)/n. 

The A ij are of course not independent of the Af 2 3' 

They satisfy relations of the form (i < k < j) " 

(2) 

where aI' a2 , a 3 are nonzero constants. In (2) if 
i == k - 1,Aik should be replaced by AiA~ and simi
larly for Akj if k == j - 1. In addition, the A ij satisfy 
relations among themselves of the form (i < k < j < h) 

b AijAkh + b AikAjh + b A ikAkj = 0 
1 2 3''' (3) 

with nonzero brs. If i = k -l,k ==j -1,or j == h-1 
then Aik should be replaced AiAt, etc. Equations (2) 
and (3) can be used to express tlie first term on the 
left-hand side in terms of the other two; the elimina
ted terms must be regarded as redundant combina
tions of elementary multiplets. We may say that Aii 
is incompatible with A; for i < k < j and with Akh if 
i < k < j < h or k < i < h < j; incompatible pairs 
must not appear together for the purpose of forming 
higher multiplets. 

For SU(6) the composite elementary multiplets are 

A13 = (10100; 010; 0; - i), 
A15 == (10001; 000; 0; 0), 

A25 = 01001; 100; od)' 

A14 = (10010; 001; 0; - t), 
A24 = (01010; 101; 0; 0), 

A35 = (00101; 010; 0; t). 
The following pairs of elementary factors are incom
patible: A13 withA~,A24,A25;A14 withA~,A~,A25, 
A35'A15 withA2 A-:3 A4'A24 withA3 A35'A25 with , 2' 2' 2' 2" 
A3 A4'A35 withA4 

2' 2' 2' 

The adjoint IR of SU(n), by which the generators 
transform, is (10 ... 01). Its SU(n - 2) x SU(2) x U(I) 
multiplets are defined by the elementary multiplet 
Products AIAn-l AIAn-l Aln-l AIAn-l AIAn-l In 

3' 2"2' '1 2 , 2"3 . 
such products all the quantum numbers are additive 
so we find the subgroup multiplets (10 .•. 01,0,0), 
(0'" 0; 2; 0), (0 ... 0; 0; 0), (10 ... 0; 1; 1), (0 .,. 01; 
1; - 1). Interpreting them as generators, we note that 
the first two multiplets comprise the generators of 
SU(n - 2) and SU(2), respectively; the third, an 
SU(n - 2) x SU(2) scalar, is the U(I) generator, pro
portional to the hypercharge Z. The other two mul
tiplets consist of the generators which link different 
subgroup multiplets in the general IR of SU(n). It 
would be of interest to work out their reduced matrix 
elements in the general case. Our results reduce to 
those of Devi and Venkatarayudu 8 in the special case 
n = 4. 

* Supported by the National Research Council of Canada. 
1 I. M. Gel'fand and M. L. Zetlin, Dokl. Akad. Nauk SSSR 71, 825, 

1017 (1950). 
2 G. E. Baird and L. C. Biedenharn, J. Math. Phys. 4,1449 (1963). 

3. JUSTIFICATION OF SCHEME 

The set of elementary multiplets for SU(n) ::) SU(n - 2) 
x SU(2) x U(1) and their compatibility rules are re
markably similar to those for Sp(2n) ::) Sp(2n - 2) x 
SU(2).11 Since the justification of their validity is for
mally also much the same, it is not reproduced here 
in full. Only the differences are pointed out, which 
are chiefly in the interpretation of the symbols. 

According to WeyF4 the characters of the IRrs of 
SU(n) are (see also Ref. 6) 

.p ... P I 1,,_1 In_1 +n-2 

where 

li = (~A;\ - i + 1 = Z f - n + 1; 
F' ;) 

(4) 

Zf is Weyl's li;P1 (E 1 , ••• , En) is defined as the coef
ficient of Zl in the expansion 

Because of the unimodular condition, the E are not 
independent but satisfy ITiE; = 1. 

To effect the SU(n - 2) x SU(2) x U(1) reduction, it is 
convenient to write 

E = c(n-2)Zln E n-l Z , 

E; == EiE~Zln, i = 1, ... ,n - 2. 

Then it is not hard to show that 
1 

P == "<0 p' pI EZ (21 In-a) 
I L.J a I-a Z 

a=O 
(5) 

where p;(E) and Pz'-a(E1, ... , E~_2) are the P appro
priate to SU(2) and SU(n - 2), respectively. Equations 
(4) and (5) are the analogs of Eqs. (3.5,8) of Ref. 11. 

The proof that the conjectured elementary multiplets 
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IR's with Ai = 0, i > m, it can be shown with the help 
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P ... p 
I n_1 1"-1'n-2 
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The asymptotic behavior at large times for certain dynamical systems arising in the Hamiltonian formulation of 
classical mechanics is investigated. It is shown that for potentials which die out sufficiently fast at large dis
tances the unbounded states of the system are asymptotically free. This result complements the corresponding 
result for quantum mechanical systems, and is obtained by analogous methods. In addition, the existence, differ
entiability, and asymptotic completeness of the associated wave mappings is established under appropriate 
further assumptions by classical methods. 

In this paper, we investigate the asymptotic behavior 
at large times of those dynamical systems arising in 
the Hamiltonian formulation of classical mechanics. 
For such systems, we show quite generally that for 
potentials which die out sufficiently fast at large dis
tances, the unbound states of the system are asymp
totically free. This result parallels the correspond
ing result for the corresponding systems of quantum 
mechanics, first obtained by J. M. Cook1 and is 
obtained here by analogous methods. In particular, 
we make use of the increasingly familiar device of 
converting a nonlinear problem to a linear one by 
passing from the solution manifold to a suitably 
chosen function space over the manifold. 

1. PRELIMINARIES 

By a classical system we mean a classical mechanical 
system conSisting of a finite number N of point masses 
moving in a three-dimensional Euclidean space accor
ding to the laws of classical mechanics.2 At any in
stant of time, the state of the system is completely de
termined by specifying a suitable set of canonical co
ordinates, consisting of the positions Xi and the conju
gate momentay; of the individual point masses. These 
coordinates then locate a point (x, y) in the phase space 
E 2n of 2n dimensions, where 2n = 6N. 

The development of the system in time is completely 
determined by specifying an everywhere continuously 
differentiable Hamiltonian function H(x1' ", Xn,Y l' 
••• ,Yn ) = H(x, y) of these canonical variables, and im
posing the Hamiltonian equations of motion: 

dx; aH dYi oR 
7lT - aYi ' dt - aXi ' 

i = 1,2,"', n (1. 1) 

Every solution (x(t), yet)) of these equations of motion 
starting from a prescribed initial point (x, y) = (x(O), 
yeO)~ determines a trajectory of the system in the 
phase space. Moreover, we know that the motion w(t): 
E 211 ---7 E 2n of the phase space given by 

w(t)(x, y) = (xU), y(t) (1. 2) 

is defined and continuously differentiable in both (x, y) 
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and t, and preserves the volume element of the phase 
space E 2n for each t.2 

The derivative w'(t) = (d!dt) wet) of the motion wet) 
then assigns to each point (x, y) in E Zn a tangent vec
tor w'(t)(x, y), giving the direction at (xU), y(t)) of the 
motion along the trajectory starting from (x, y). The 
tangent vector is readily computed from the equations 
of motion (1. 1), and is found to be 

d 
w'(t) (x, y) = (j[ (x(t), yet»~ = (u(t), v(t», (1. 3) 

where (u, v) denotes the tangent vector field whose 
components are given by 

aH aH 
ui=aYi' Vi=-ilx

i
' i=l,"·,n. (1.4) 

It is known that w'(t) (x, y) depends continuously upon 
both (x, y) and t, and that wet) (x, y) may be recovered 
from w'(t) (x, y) by performing a quadrature: 

w(t) (x, y) = (x, y) + t W'(T) (x, y)dT. 
o (1. 5) 

The motion w(t) induces a covariant motion w*(t): 
~O(EZn) ---7 ~O(E2n) on the space of all continuous func
tions with compact support on E 2n. This induced mo
tion is defined by 

w*(t)j(x, y) = j(w{-t) (x, y». (1. 6) 

It is clear from the definition that w*(t)jis linear in 
j, and depends continuously upon both j (with the topo
logy of uniform convergence) and t. Moreover, since 
wet) preserves the volume element in E 2n , it follows 
that w*(t) preserves the .£p norm /I lip in eO(E2n ), and 
hence admits by uniform continuity an isometric ex
tension Wet) to each of the spaces £p(E 2n ), 1:$ P < <XJ, 

and to the space ~.., (E 2n ), the closure of eO(E 2n ) in 
.£..,(E2n ). The operators W(t), so defined, form for 
each fixed p a strongly continuous one-parameter 
group of linear isometries of £p(E 2n ). 

If / E ~o(E2n) happens to be a continuously differen
tiable function, then w*(t)/is continuously differenti
able in t. The derivative w*'(t) == (d/dt)w*(t) then as
signs to the differentiable function / a continuous 
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at large times of those dynamical systems arising in 
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For such systems, we show quite generally that for 
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tances, the unbound states of the system are asymp
totically free. This result parallels the correspond
ing result for the corresponding systems of quantum 
mechanics, first obtained by J. M. Cook1 and is 
obtained here by analogous methods. In particular, 
we make use of the increasingly familiar device of 
converting a nonlinear problem to a linear one by 
passing from the solution manifold to a suitably 
chosen function space over the manifold. 
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By a classical system we mean a classical mechanical 
system conSisting of a finite number N of point masses 
moving in a three-dimensional Euclidean space accor
ding to the laws of classical mechanics.2 At any in
stant of time, the state of the system is completely de
termined by specifying a suitable set of canonical co
ordinates, consisting of the positions Xi and the conju
gate momentay; of the individual point masses. These 
coordinates then locate a point (x, y) in the phase space 
E 2n of 2n dimensions, where 2n = 6N. 

The development of the system in time is completely 
determined by specifying an everywhere continuously 
differentiable Hamiltonian function H(x1' ", Xn,Y l' 
••• ,Yn ) = H(x, y) of these canonical variables, and im
posing the Hamiltonian equations of motion: 
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7lT - aYi ' dt - aXi ' 

i = 1,2,"', n (1. 1) 

Every solution (x(t), yet)) of these equations of motion 
starting from a prescribed initial point (x, y) = (x(O), 
yeO)~ determines a trajectory of the system in the 
phase space. Moreover, we know that the motion w(t): 
E 211 ---7 E 2n of the phase space given by 
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is defined and continuously differentiable in both (x, y) 
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and t, and preserves the volume element of the phase 
space E 2n for each t.2 

The derivative w'(t) = (d!dt) wet) of the motion wet) 
then assigns to each point (x, y) in E Zn a tangent vec
tor w'(t)(x, y), giving the direction at (xU), y(t)) of the 
motion along the trajectory starting from (x, y). The 
tangent vector is readily computed from the equations 
of motion (1. 1), and is found to be 

d 
w'(t) (x, y) = (j[ (x(t), yet»~ = (u(t), v(t», (1. 3) 

where (u, v) denotes the tangent vector field whose 
components are given by 

aH aH 
ui=aYi' Vi=-ilx
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' i=l,"·,n. (1.4) 

It is known that w'(t) (x, y) depends continuously upon 
both (x, y) and t, and that wet) (x, y) may be recovered 
from w'(t) (x, y) by performing a quadrature: 

w(t) (x, y) = (x, y) + t W'(T) (x, y)dT. 
o (1. 5) 

The motion w(t) induces a covariant motion w*(t): 
~O(EZn) ---7 ~O(E2n) on the space of all continuous func
tions with compact support on E 2n. This induced mo
tion is defined by 

w*(t)j(x, y) = j(w{-t) (x, y». (1. 6) 

It is clear from the definition that w*(t)jis linear in 
j, and depends continuously upon both j (with the topo
logy of uniform convergence) and t. Moreover, since 
wet) preserves the volume element in E 2n , it follows 
that w*(t) preserves the .£p norm /I lip in eO(E2n ), and 
hence admits by uniform continuity an isometric ex
tension Wet) to each of the spaces £p(E 2n ), 1:$ P < <XJ, 

and to the space ~.., (E 2n ), the closure of eO(E 2n ) in 
.£..,(E2n ). The operators W(t), so defined, form for 
each fixed p a strongly continuous one-parameter 
group of linear isometries of £p(E 2n ). 

If / E ~o(E2n) happens to be a continuously differen
tiable function, then w*(t)/is continuously differenti
able in t. The derivative w*'(t) == (d/dt)w*(t) then as
signs to the differentiable function / a continuous 
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function w *' (t) f according to the formula 

d 
w/(t)f(x, Y) = JI f(x(- t), y(- t» 

__ ~ oH of aH af (1. 7) 
- aYi oXi - aXi aYi 

= - {H,f}, 

where { , } denotes the usual Poisson bracket.2 It 
is a straightforward matter to show that this deriva
tive, evaluated at t = 0, is essentially the generator of 
the one-parameter group of isometries W(t) in each 
of the £1' spaces over E 2n • Specifically, we have 

W(t) = expiLt (1. 8) 

with the generator L given by 

L = + i{H,·}. (1.9) 

We shall refer to this operator L as the Liouville 
operator of the system. The Liouville operator de
termines the motion of the function spaces over the 
phase space of the system. 

2. THE MOTION OF NONINTERACTING PARTICLES 

In this section we shall obtain a precise description 
of the various operators introduced in the preceding 
section under the assumption that the Hamiltonian 
function H is independent of the position coordinates 
of the phase space. This assumption holds for the 
Hamiltonian functions describing every system of 
noninteracting particles, as well as those systems re
ducible to such systems through a suitable canonical 
transformation. 

We shall assume, then, that H(x, y) is everywhere 
twice continuously differentiable and that 

aH == 0 1 :s: i:s: n. (2.1) 
aXi ' 

Under these assumptions, the equations of motion be
come 

d 
dt (x, y) = (u, 0), (2.2) 

where 

(2.3) 

The solutions of these equations of motion then all 
have the form 

wet) (x, y) = (x( t), y(t)) = (x + ut, y). (2.4) 

It follows that the motion w*(t) induced in eO(E 2n ) has 
the form 

w*(t){f)(x, y) = f(x - ut, y), 

while the Liouville operator L has the form 

L = + i{H, • } = + i'i] u
i
_o- . 

i=l ax; 

(2. 5) 

(2.6) 

In order to analyze the structure of L, we need only 
introduce the Fourier transform F in the first n co
ordinates Xi' If f E eo(En), then 

(Ff)(k, y) = (21T)-n/2 J: expi(k' x)f(x, y)dx. (2.7) 
En 

Then from (2.6) we have 

(PLP-l f)(k, y) = - (u 'k) f(k, y). (2.8) 

Thus we see that L is equivalent, via the Fourier 
transform F, to the operation of multiplication by the 
real-valued function - (u·k). 

It follows now by standard methods of spectral analy
sis that the spectrum of L in £2(E2n ) consists pre
cisely of all real numbers in the range of - (u'k) as 
the u i take on all values of the form aH/aYi and the ki 
range over all real numbers. We conclude in this case 
that the spectral measure of L is absolutely contin
uous and that the spectrum of L consists of the whole 
real line. 

3, THE MOTION OF INTERACTING PARTICLES 

In this section we shall investigate the structure of 
the various operators introduced in Sec. 1 under the 
assumption that the Hamiltonian can be expressed as 
the sum of two terms, one of which satisfies the re
quirements of Sec. 2, and the other of which dies out 
in a suitable sense at large distances from the origin 
in the phase space. Under these assumptions, the 
first term dominates the motion at large distances 
from the origin, and the analysis of Sec. 2 can be ex
pected to apply. The behavior of the motion near the 
origin is then determined by following the motion in 
from large distances. This procedure has already 
been used successfully in analyzing scattering prob
lems in quantum mechanics;we have only to adapt 
those techniques to the present problem.1 ,3 

We shall assume, then, that the Hamiltonian function 
has the following form: 

H = Ho + V, (3.1) 

where Ho is everywhere twice continuously differenti
able and satisfies 

(3.2) 

and V is also everywhere twice continuously differen
tiable, and satisfies 

\ grad V(x,y) \ :2. const \x\-2-~ (3.3) 

for some '1/ > O. For convenience we shall also as
sume that the gradient of Ho vanishes only on a set 
Zo of measure zero in E 2n • 

We now fix a value of p, 1:s: p :s: (i), and consider the 
motions WoW and Wet) induced on £p(E2n ) by the 
Hamiltonians Ho and H, respectively. We form the 
transition operators 

W(s, t) = Wo(- s)W(s - t)WoW. (3.4) 

These operators describe the relative motion of the 
space £p (E 2n) obtained by moving the system accord
ing toRo for time t, then according to H for time (s-t), 
and then according to R 0 again for time - s. These 
operators obviously are isometries, and satisfy the 
following relations, 

W(s, s) == I, 

W(r, s)W(s, t) = W(r, t). 
(3.5) 
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Of particular interest is the behavior of these opera
tors at t --7 - co. 

Lemma 3.1: Suppose that lim W(s, t) as t --7 - co 
converges strongly to the operator W( s, - co). Then 
W(s, - co) is an isometry for each s, and satisfies 

W(s,- co) = Wo(- s)W(O,- co)Wo(+ s), 

LW(O, - co), = W(O, - co)Lo' 

(3.6) 

(3.7) 

Proof: We know that strong limits of isometries 
are always isometries. From the definition (3.4) we 
obtain immediately the identities 

Wo(s)W(s,t + s) = W(O,t)Wo(s) 

= W(s)W(O, t + s). (3.8) 

the first of these identities leads to (3.6) as t --7 - co, 
while the second leads to 

W(s)W(O, - co) = W(O, - co)Wo(s), 

which then leads to (3.7) by standard operator 
methods. 

(3.9) 

It follows from this Lemma that W_ = W(O,- co) is an 
isometry which effects a similarity between L and 
Lo. It does not follow from this Lemma that the 
similarity is invertible, i.e., that the range of W _ is 
all of .£ (E2n ). In general, we know only that the range 
of W _ r'educes L, and that the restriction of L to the 
range of W _ is isometrically equivalent with Lo. 

Thus we are led to investigate the convergence of the 
transition operators as t --7 - co. 

A convergence criterion useful for this purpose was 
developed by Cook3 in his study of the corresponding 
problem in quantum mechanics. This criterion has a 
far wider scope, however, and applies to the present 
situation as well. 

We first introduce the difference operator M, defined 
by 

L = Lo + M (3.10) 

and in terms of M we introduce the one-parameter 
family M(l) defined by 

(3.11) 

Lemma 3.2: Let:.l) be any set of functions dense 
in '£p(E2n ) on which Lo and L are both defined, and 
which is invariant under WoW for all t. Suppose that 
for each fin :.D we have 

(3.12) 

Then lim W(s, t) as t --7 - co converges strongly in 
.£ (E2 ), for each s, and on :.I) we have p n • 

W(s,- co) = I + i JS W(s, t)M(t)dt. (3.13) 
-co 

Proof: According to (3.6) it suffices to consider 
the case s = 0. The hypotheses imply that W(O, t)f 
is strongly continuously differentiable in t for all f 
in :.I), and we have 
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d~ W(O, t)f= - iW{- t)(L - Lo}Wo(t)f 

= - iW(O, t)M(t)f. (3.14) 

Integrating both sides from t' < ° to 0, we obtain 

f - Wen, t'}f == - i h? W(O, T)M(T)f dT. (3.15) 

Hence we have, for t' < til < 0, 

W(O, t')f - W(O, t")f = i .~~" W(o, T)M(T)f dT. (3.16) 

It follows that 

IIW(O, t/)f - W(O, tll)fllp:$ ft:" II W(O, T)M(T)fllpdT 

=ht,"IiM(T)fllpdT. (3.17) 

Now if (3.12) holds, then the expression in (3.17) tends 
to zero as [' and t" tend to - co. This means that 
W(O, t)f converges strongly as t --7 - c(.,. If the set :D of 
such f is dense in '£p(E 2n ), then our conclusion follows 
from the uniform continuity of W(O, t) by the Banach
Steinhaus theorem. 

Theorem 3.3: Suppose that Ho and V satisfy the 
conditions (3.2) and (3.3), respectively. Then lim 
W(s, t) as t --7 - co converges strongly to an isometry 
W satisfying the relations (3.6) and (3.7). 

Proof: Let:D be the set of all everywhere continu
ously differentiable functions whose support is com
pact and does not intersect the manifold Zo on which 
the gradient of Ho vanishes. Then it is clear from 
(1. 9) that both Lo and L are defined on :.I), and from 
(2.5) that :.I) is invariant under Wo(t), Moreover, it is 
clear that :.D is dense in £ (E 2n ), 1:$ p< 00, provided 
that the manifold Z 0 on which the gradient of H 0 vani
shes has measure zero in E 2n , which we are here as
suming. It remains to show that (3.12) holds for all f 
in :D. 

Now from the definitions of Land Lo it follows that 
for any fin:D we have 

iVIf = Lf - Lot 

= + i{H,!} - i{Ho'!} 

= + i{V,!}, 

(3.18) 

where V = H - Ho. From (3.11) and (2.5) it follows 
that 

MWo(t)f= i{V, Wo(t)f} 

_ iE av aWo(t)f _ av aWo(t)f (3.19) 
- aYi aX i ax; aYi 

Hence we have 

IIMwo(t)fllp:::::: II I grad vi I grad Wo(t)flllp 

:$ II(grad V)(Wo(t)x)ll oo Ilgrad (Wo(t)f>II p ' (3.20) 

where X is the characteristic function of the (compact) 
support of f. 
Now we observe that 

aWo(t)f af 
ax (x, y) = ax (x - uot, y), (3.21) 
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while 

oWo(t)f of( ) 
oy (x, y) = ay x - uot, y 

af auo 
- ax (x - uot, Y)ay t. (3.22) 

It follows that 

11 grad W(t) flip ~ const( 1 + I t I ) \I grad flip • (3.23) 

Moreover, if we choose numbers r and R such that 
f(x,y) vanishes whenever Ixl > R, Iy I> Rand 
I grad Ho I < r, then clearly we have 

IIgrad V(Wo(t)x)ll oo = IIWo(-t)(grad V)xll"" 

~ sup { I (grad V)(x + uot, y): I x I ~ R, I y I ~ R, 

luo I 2: r} 

~ sup {const Ix + uotl- 2-ij: Ixl ~ R, 

Iyl ~ R, luo I 2: r}. (3.24) 

But if Ixl ~ R, Iyl ~'R, luo I 2:r, then clearly for 
large I tl, 

I x + Uo t I 2: I Uo I I t I - I x I 2: r I tl - R. 

It follows that for large I tl, 

Ilgrad VWo(t)xlioo ~ const(rltl-R)-2-11. 

Combining (3.23) and (3.26) we find 

IIM(t)fli p = IIMWo(t)fll p 

~ const (1 + I tl}(r I tl-R)-2-11 II grad flip, 

(3.25) 

(3.26) 

(3.27) 

where the constant depends only on Ho and V. Thus 
we see that IIM(t) f lip satisfies the condition (3.12) for 
all p, I ~ P ~ co, and hence that W(s, t)f converges 
strongly in the £p norm as t --,) - co for all f in :D. 

We have already noted that :D is dense in £p(E 2n ) for 
1 ~ P < 00. When p = 00, however, this is no longer so. 
It is easy to see, though, that the closure of :D in 
£oo(E2n ) is the subspace eoo(E 2n -Zo), consisting of all 
everywhere continuous functions which vanish at 00 

and on the manifold Zo of zeros of grad H o' 

Thus we have established the existence of the wave 
operators W(s,- co) with the properties (3.6) and 
(3.7) in each of the spaces £p(E 2n ), 1 ~ P < rx.J, and in 
the space eoo(E 2n -Zo>-

If the measure of the zero set Zo is positive in E 2n , 
then our results hold only for the subspaces £p(E 2n
Zo),now no longer dense in £p(E 2n ). On the comple
mentary subspaces £p(Zo), the operator Wo(t) re
duces to the identity and the wave operators exist in 
the sense of strong convergence only if W(t) also re
duces to the identity, i.e., only if H as well as Ho 
vanishes on ZOo 

Now we recall that the transition operators W(s, t) 
acting on eO(E 2n ) are induced by transition mappings 
w(t, s) acting on E 2n , where 

w(t, s) = wo(- t)w(t - s)wo{s). (3.28) 

It is therefore tempting to conjecture that the wave 

operator s W( s, - 00) are similar ly induced by mappings 
of the form w(- co, s), which are limits in a suitable 
sense of the transition mappings w(t, s) as t --,) - CI:!. 
Our next result makes this conjecture precise. 

Theorem 3.4: Suppose that H 0 and V satisfy the 
conditions (3.2) and (3.3), respectively. Then the 
transition mappings w{t, s) defined by (3.28) converge 
pointwise on an open subset S_ of E 2n as t --,) - ('1". 

The limit mappings w(- 00, s) map this open subset 
S continuously onto E 2n - Zo, and induce the wave 
operators W(s,-co) on eoo(E 2n - Zo). 

Proof: We fix s and consider the transition opera
tor W(s, t): e",,(E 2n - Zo) --,) e oo(E 2n ). The adjoint 
operator W(s, t)*: e oo(E 2n - Zo)* ~ e",,(E 2J*, then 
maps the adjoint space eoo(E 2n )*, consisting of all 
finite Borel measures on E 2n ,into the adjoint space 
eoo(E 2n - Zo)*, consisting of aU finite Borel measures 
on E 2n - ZOo Since W(s, t) is isometric into, we know 
that w(s, t)* is continuous onto. Moreover, since 
W(s, t) converges strongly on eoo(E 2n - Zo) to 
W{s, - 00), we know that if jJ. is any measure on E 
and f any function in eoo (E 2n - Zo), then W(s, t)*J.Ltj) 
converges to W(s, - 00)*jJ.(j), 

Now if J.L is any measure on E 2n which is multiplica
tive, in the sense that J.L(jg) = jJ.(j)jJ.(g), then W{s, t)*J.L 
is also multiplicative, and hence W(s, - CXl)*J.L is also 
multiplicative. This conclusion follows immediately 
from the fact that the transition operators W(s, t), 
and hence the wave operators W(s, - 00), all preserve 
products in eoo(E~n)' and hence (W(s, t)*jJ.)(jg) = 
J.L(W(s, t)(jg» = jJ.lW(s, t)fW(s, t)g) = 
jJ.{W(s, t)f)J,L(W(s, t)g) := (W(s, t)*Il)(j)(W(" t)*Il)(g). 

But the only multiplicative measures on E 2n - Zo are 
the unit point measures and the zero measure. 4 We 
concluded, therefore, that if J.L is a point measure on 
E 2n , then W(s, t)*1l is either a point measure on 
E 2n - Zo or else vanishes on eoo(E 2n - Zo). The 
same holds true for W(s,- co)*Il. If we now associate 
with the point (x, y) in E 2n , the point measure jJ.(x,Y) 
in eoo(E 2n )* and observe that W(s, t)*jJ.(x, y) is then 
associated with w(t, s)(x, y), then we see that 
w(t, s)(x, y) either converges to a point in E 2n - Zo 
or else eventually leaves and remains outside of 
every compact subset of E 2n - Zo' as t --,) - 00, since 
lim f(w(t, s)(x,y» as t ~ - 00 either = f(w(- co, s) 
(x, y» or else = 0 for all functions fin e",,(E2n - Zo)' 

In order to distinguish between the two possibilities, 
we note that if lim f(w(t, s)x, y) = 0 as t --,) - 00 for all 
fin eoo{E 2n - Zo), then lim W(s, t) f(x, y) = W(s, - co) 
f(x, y) = 0 as t --,) - co for all fin eoo(E 2n - Zo), 
Hence if we define S_ as the complement of the closed 
set in E 2n where all functions of the form W(s, - oo)f 
vanish, then we see that lim w(t, s)(x, y) as t --,) - 00 
converges to a point in E 2n - Zo if (x, y) E S_, and 
eventually leaves every compact subset of E 2n - Zo 
otherwise, 

Hence lim wet, s)(x, y) as t --,) - 00 converges to a pOint 
w(- co, s)(x, y) in E 2n - Zo (in the topology of E 2n) 
if (x, y) lies in S_ and does not define w(- co, s)(x, y) 
otherwise. It is clear that this limit mapping 
w(- co, s) is continuous and onto from S_ to E 2n - Zo, 
but we cannot conclude that it is one to one. 

We can,however, conclude the following: 
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Corollary 3.5: If K is any compact subset of E 2n -
Zo' then w(- OJ, S)-1 (K) is a compact subset of 8_ of 
the same measure. 

Prooj: Choose a function j E eo(E 2n - Zo) such 
that 0 :::: j:::: 1 on E 2 n - Z 0' and j = 1 on K. Then for 
all t, W(s, t)j has compact support, and for I tl suffi
ciently large we know that II W(s, - (0) j - W(s, t) JlI.o < 
~. It follows that the set K1 {(x, y): W(s,- OJ)j(x,y) 
= 1} is contained in the set K2 = {(x, y): 
W(s, t)j(x, y) > ~} for all sufficiently large I tl, and K2 
is compact. Since w(- 00, s)-1 (K) is contained in K I , 

it is also contained in K2 and hence is compact. 

Now let g be the characteristic function of K, and note 
that W(s, - OJ)g is then the characteristic function of 
w(- 00, s)-1 (K). Since W(s, - OJ) is an isometry, we 
have 

IJ.{w(s,- OJ)-IK) = IIW(s,- OJ)g111 

= Ilgli l = IJ.(K) 

as required. 

If we know in addition that the mapping w(- OJ, s) is 
continuously differentiable, then we can conclude that 
the Jacobian is nonzero, and hence the mapping 
w(- OJ, s) is nonsingular. The differentiability of 
w(- OJ, s) will be established in the next section. 

We remark here that the set 8_ is invariant under 
the motion w(t). In fact, (x, y) E E 2n - 8_ if and only if 
W(O,- OJ)j(x, y) = 0 for all j E eoo(E,2n - Zo), and 
hence if and only if W(O, - OJ)W (t)j\X, y) = 
W(t}W(O,-oo)j(x,y) = W(O,-oo~j(w(t)(x,y») = 0 for 
all j E eJE 2n - Zo), i.e., if and only if w(t)(x, y) E 
E 2n -8_. 

In problems of physical interest the points in the set 
8_ describe the unbound states of the system, i.e., the 
states which behave asymptotically like noninteracting 
states as t ~ - OJ. To show this, it suffices to show 
that as t ~ 00, w(t)(x1 , Yl) ~wo (t)(xo, Yo) for all 
(x1'Yl) E 8_ and (xo.Yo) = w{- 00, s)(x1'Yl)' 

Theorem 3.5: If Ho and V satisfy (3.2) and (3.3), 
respectively, with 1/ > 0, then as t ~ - 00, 

(3.29) 

for all (Xl' YI) E 8 and (xo' Yo) = w(- 00, 0)(x1 , Y1)' 

Prooj: Fix <p E eO(E 2n - Zo) so that <p is twice 
continuously differentiable, 0:::: <p(x, y) :::: 1, and for 
some 0> 0, 

<p(x,y) 

\l-!(X,y) - (xo'YO)12, if I (x, y) - (xo,yo)1 :::: 0 

if l(x,y)-(xo,yo)1 >0 
(3.30) 

Then we know that if <p(x, y) 2: 1 - E2 2: 1 - 02 , we 
necessarily have I (x, y) - (xo, Yo)! :::: E. 

='< 1- 02 , 

Now put </I = W _cp, and note that 

(3.31) 

and 

J. Math. Phys., Vol. 13, No.2, February 1972 

Hence if 

II W( +/)</1 - Wo(+t)cpI1oo < const I tl- lJ, (3.33) 

then 

W(+t}1/l(W(t)(X1 'Yl» - Wo(+t)<p(w(t)(x1'Yl» 

= 1 - <p(wO(-t)w(t)(xt> Y1» < const I tl- lJ (3.34) 

from which we conclude that, for ! I I sufficiently large, 

Iwo(-t)w(t)(X1'Yl) ~ (xo, yo) I < const Iti-ll/2 • (3.35) 

To obtain (3.33), we use (3.27): 

II W(+ t)</I - Wo(+t)<pll oo 
= Ilw(O,- OJ)<p - W(-t)Wo(+t)<p ll oo 

:::: f-~ IIM(r)<plldr 

:::: const I tb < 62 for I tl large. (3.36) 

It follows that we have, for all sufficiently large I t I , 

Iwo(-t)w(t}(XVYl)-(XO,yo)1 ::::const ItI-lJ/2. (3.37) 

Finally, we recall that I wo(l)(x, y) - wo(t)(x', y') I 
:$ const 1 t I I (x, y) - (x', y,) I , from which 

Iw(t)(X1'Yl)-WO(t)(xo,yo)1 ::::const Itl1-11/2 (3.38) 

as required. 

We are now free to define W(O, - oo)j for any mea
surable function j on E 2 n - Z ° by the formula 

w(O, - OJ)j(x, y) = j(w(- OJ, O)(x, y», x, YES. (3.39) 

W(O,- OJ)jis then a measurable function on 8_. In 
particular, if j is a constant of the (noninteracting) 
motion determined by H o' then W(O, - OJ)j is a con
stant of the (interacting) motion determined by H, 
since W(O, - 00) j(w(t)(x, y» = j(w(- (Xl, O}w(t)(x, y» = 
j(wo(t}w(- 00, O)(x, y» == j(w(- OJ, O)(x, y» == W(O, - OJ) 
j(x, y). Now any function of the momentum coordin
ates alone is a constant of the noninteraction motion, 
and in fact such functions form a complete set. It 
follows that W(O,- oo)jis then a constant of the in
teracting motion for all such j, and, when w(- (Xl, O) is 
nonsingular, such functions form a complete set for 
all intereacting motions in 8_. In particular, we have 
W(O, - OJ)Ho = H. 

4. DIFFERENTIABILITY 

In this section we shall prove that the mapping 
w(-OJ,O} defined in the last section is differentiable, 
and hence nonsingular. For this purpose it will suf
fice to show that the Jacobian matrix J(t, 0) of the map
ping wet, 0) converges uniformly on compact subsets 
of S_ as t-7-(Xl. 

We assume again that H = Ho + V where Ho and V 
satisfy (3.2) and (3.3), respectively, and in addition V 
is assumed to be (m + 1) -fold continuously differenti
able, and such that 

(4.1) 
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where DkV denotes any k-fold derivative of V, k:5 m 
+ 1, 1) > O. 

We begin by writing for the motion w(t), 

J(t)- a(x(t),y(t)) -(a (t)) (4.2) 
-a(x(O), y(O)) - iJ ' 

where, to ease the notational burden, we have put 
ax(t) ax(t) 

all (t) :::: ax(O) , a 12(t) = ay(o) , 

ay(t) _ ay(t) 
a 21 (t) = ax(o), a 22(t) - ay(o) . 

If JoW is the Jacobian matrix of wo{t} and J(t, s) of 
w(t, s), then evidently J(t, s) = Jo(-t)J(t - s)Jo(s). 

Now from Sec. 2 we know that wo(t)(x, y) =- (x + uot, y), 
and hence 

auG ) -t ay 

1 ' 
(4.3) 

where Uo = aHo/ay. The time dependence of Jo(t) is 
given by 

d (0 dT Jo(t) :::: Au = 0 

aUO) 
ay . 
o 

(4.4) 

From Sec. 3 we know that w(t)(x, y) = (x(t), yU», where 

(x(t), y(t)} :::: (x(O), y(O» + F (x(r), y(r»dr 
o 

f t (. aH aH ) 
== (x(O), y(O» + 0 ay(r)' - ax(r) dr. 

It follows that 
(4.5) 

) ax(t) ft a aH 
an (! =ai(O)":::: 1 + 0 ax(O) ay(r} dT 

f t ( a2H a2H ~ 
:::: 1 + 0 ax(r)ay(r) all(r) + Jy(r)2 a 21 (r»)dr 

(4.6) 

and similarly for the other ai/f). The time-depen
dence of all (t) is given by 

d a2H a2H 
dI all (t) = ax{t)oy(t) all(t) +ay{t)2 a21 (t) (4.7) 

and similarly for the other aij(t). These computations 
can be summarized in the form 

d df J( t) A( t)J(t) (4.8) 

with A(t) given by 

a2H 
a

2

H ) oy( t)2 

o2H • 
- oy(t)ax(t) 

(4.9) 
(

aXCt)oy(t) 
A(t) == 

a2H ---
ax(t)2 

Note that (4.9) reduces to (4.4) when H reduces to Ho. 

Combining (4.4) and (4.9), we find that the time de
pendence of J(t, 0) Jo(-t)J(t) is given by 

d d 
dt J(t,O) :::: dI (Jo(-t)J(t» 

= Jo(-t)(-Ao + A(t»J(t) 

:::: B(t)J(t, 0) (4.10) 

with B(t) = Jo(-t)(A(t) - Ao)Jo(t}. Accordingly, we can 
write J(t, 0) as the unique solution of the matrix differ
ential equation (4.10), subject to the initial condition 
J(O,O) :::: I: 

J(t,O) = I + t B(r)J(r,O)dr. 
o 

(4.11) 

Now if K is any compact subset of S_, we denote by 
IiB(t)Ii K the norm 

IIB(t)II K = sup{ IIB(t)ll: (x(O), y(O» E K}, (4.12) 

where B(t) is the matrix introduced in (4.10), regard
ed as a function of the initial point (x(O), y(O» of the 
motion w(t), and IIB(t)II is its matrix norm. 

Theurem 4.1: If the matrix B(I) of (4.9) satisfies 

(4.13) 

then lim J(t, 0) J(-0Cl,0} as t -1- 0Cl converges uni-
formly on every compact subset K of S_ • 

Pruof: For t < 0, we rewrite (4.11) as 

o 
J(t,o) = 1- J B(r)J(r,O)dr. (4.14) 

t 

An n -fold iteration of (4. 14) gives 

J(t,O) = I - ~o B(r l)dr 1 

° (0 + J
t 

J r B(r1 )B(r2)dr2dr1 + ... 
o 0 0 

+ (-1)n f JT .•• J B(r1 )B(r2 ) 
t 1 1n 

••• B(rn )drn ••• dr 2dr 1 

o 0 ° + (_1)n+1 1, 1 ... f B(T
1
)B(r2) 

t 11 Tn 

... B(Tn)J(rn+1,0)drn+1 ... dr2dr l' (4.15) 

Introducing the time- ordering operator P by 

where rj(i) is any permutation of Ti for which t :5 

rj(;l) :5 ••• :5 rjt.n) :5 0, we may express (4.15) as 

o 
J(t,O) = I-I. B(r1)dr1 t 

+ 21 , 1.0 fO P«B(rl)B(T2))dr2drl + ... 
. t t 

+ (-l)n (0 fO ••• fO P(B(r )B(r ) 
n! h ttl 2 

••• B(rn»drn ••• dr 2dr 1 

(_1)n+1 (0 (0 1.0 
+ (n +m Jt Jt ... t P{B(T1 ) 

••• B(rn)J(rn+l,O»drn+l ••• dr2dr1 (4.17) 

It is clear that for fixed t the matrix norm of the re
mainder term Rn(t) of this expansion is bounded uni
formly on compact subsets of S_ by 
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from which it follows that II Rn (t) II K -') 0 as n --7 00, so 
that the associated series expansion converges in 
matrix norm uniformly on K to J(t, 0). 

Now for any t, the matrix norm of the integrand of the 
nth term in the resulting series is bounded by 

In view of (4.13) it follows that the nth term is abso
lutely integrable for all t, and is bounded by 

IIJn(t, O)II K :s ;! (L: IIB(T)IIKdT) n, (4.20) 

which is independent of t. Hence we may compute the 
lim J(t, 0) as t -') - 00 term by term in the expansion 
(4.17), knowing that the resulting series will converge 
to J(-OO, 0) uniformly on K: 

J(--OO,O) = 1- L: B(T)dT + ... + (~vn L: ... 
xJo P(B(T1 )". B(T »dT ... dT 

-00 n n 1 

+ ... 

In particular, it follows that 
o 

IIJ(-OO, O)II K :s exp J IIB(T)IIKdT. 
-00 

A similar argument will establish the limit as 
t --7 + 00. 

(4.21) 

(4.22) 

Theorem 4.2: SupposeH=Ho + V, whereHo satis
fies (3.2) and V satisfies (3.3) and (4.1) with m = 1, 
1/ > O. Then lim J(t,O) = J(-OO,O) as t --7 - 00 conver
ges uniformly on every compact subset K of S_ • 

Proof: Under these assumptions, we have 

( 
a2v a2V) 

= ( ox{t)ay(t) + aX(t)2 t 

a2 v ---
aX(t)2 

(
02V a2V) 

ay(t)2 - aX(t)2 t
2 

) 

a2v a2 v 
- (ay(t)ax(t) + aX(t)2 t) . 

(4.25) 
Now if (x, y) E K n S, then by (3.29) we have 
I w(t)(x, y) - wo(t)(xoYo) I < const (I tl h) /2), where 
1/ > 0, (xoYo) = w(-OO, O)(x, y), and the constant depends 
only on K. Since wo(t)(xo, yp) = (xo + upt, Yo), it fol
lows that I x(t) - (xo + uot) I < const( It 11 ~ ij /2), so that 
I x(t) I > luoll tl-const(ltI1~ij/2) > const Itl,for all 
sufficiently large 1 t I. 
Now if V satisfies (4.1), then clearly the entries 
b) tl of the matrix B(t) of (4.25) all satisfy 

(4.26) 

from which we derive the hypothesis, and hence the 
conclusion of Theorem 4. 1. 

A variation of the preceding argument will show that, 
under the assumption (4. 1) for all k:s fit + 1, the map
ping w(---<Xl, 0) is in fact m times differentiable. For 
this it suffices to show that all the partial derivatives 
up to order m converge uniformly on all compact sub
sets of S_. We shall content ourselves here with a 
proof for the case m = 2; the general result follows by 
induction on m. 

We begin with the expansion (4. 21) for J(t, 0), and com
pute grado J(t, 0), the vector matrix whose entries are 
the gradients of the entries of J(t, 0) with respect to 
the initial point of the motion w(t). For any fixed t, 
w(t,O) is twice differentiable and 

00 (-l)n 
grado J(t, 0) = z::; -,-

n=l n. 

o ° x it ... it grado P{B(T1 ) ... B(Tn» dTn ... dT1 , 

l4.27) 

the sum being uniformly convergent as before. But 

(4.23) Ilgrado P(B(T1 ) ... B(Tn»IIK 

and 

( 

ax{t)ay(t) 
A(t)= 

a2 v 
- ax(t)2 - oy(t)ax(t) 

where (x(t), yet)) = w(t)(x, y). Hence 

B(t) = Jo(-t)(A(t) - Ao)J(t) 

- aH ) ( a
2

v ay(t) t ax(l)y(l) 

- a2 v 
1 --

ax(t)2 

aH ) a~tl t 

a
2

v ) ay(t)2 

a2V 
ay(t)ax(t) 
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(4.24) 

n 

:s z::; II P(B( T 1) 
i=l 

... gradoB(T;) ... B(Tn»IIK 

(4.28) 

Hence the nth term in the expansion (4.27) is bounded 
by 

Ilgrado In(t,o)IIK:s; (fO IIB(T)IIKdT)n-l n. t 

X JtOllgrado B(T)IIKdT. (4.29) 

° We know that It IIB(T)IIKdT is bounded for all t, and 
we assert that the same holds for !to ilgrado B(T) 11K dT. 
In fact, we have 

grado B(t) = grado(bij (tn 
= «grad b;j)(t»J(t) 

= «grad b;j)(t))Jo(t)J(t, 0), (4.30) 
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where the entries bi/i) are given in (4.25). It follows 
that grad b . (i) consists of linear combinations of third 
partial der¥vatives of V, all of which, according to (4. 1) 
are bounded by const I tl-4 - lJ • The entries of Jp(i) are 
bounded by const ! tl, while the entries of J(t, OJ are 
bounded by const. Hence, 

ilgrado B(T)IIK ::s const I tl-1-lJ (4.31) 

and our assertion follows. 

Thus we see that the expansion for grado J(t, 0) con
verges term by term uniformly on K as t ~ -00, and 
that the resulting series converges uniformly on K to 
grado J(-<Xl, 0), as required. We summarize these re
sults as follows. 

Corollary 4.3: If V satisfies (4.1) for 0 ::s k ::s 
m + 1, thenw(-<Xl, O)is m timescontinuouslydifferen
tiable. 

Using Theorem 4.2, we can now strengthen the con
clusion of Theorem 3.3, as follows. We denote by 
C;;'(E 2n - Zo) the space of all m-fold continuously 
differentiable functions with compact support in E 2n -
Zo' and introduce the norm II ll oo•m by 

(4.32) 

where Dkf denotes any k-fold partial derivative of f. 
We put C:,n(E2n - Zo) for the completion of CO

m
(E2n -

Zo) under the norm (4.32). 

Corollary 4.4: If V satisfies (4.1) for all k ::s 
m + 1, then lim W(O, t) = W(O, - <Xl) as t~ - co conver
ges strongly in C;;' (E 2n - Zo). 

Proof: We present the proof for I'll = 1; the general 
case follows by induction on m. Consider 

grad W(O, t)f(x, y) = grad f(w(t, 0) (x, y» 
= (grad f)(w(t, O)x, y)J(t, 0) 

= J(t, O)W(O, t)(grad f). 

It follows that if f E cg (E 2n - Zo), 

(4.33) 

II W(O, -<Xl)f -W(O, t)flloo 1 = IID(W(O, -<Xl)f-W(O, t}f)lIoo 

::s II grad (W(O, -<Xl)f - W(O, t)f) II 00 

x II (J(-<Xl, O)W(O, -<Xl) - J(t, O)W(O, t))grad flloo 
::s const II(W(O,_oo)- W(O, t»grad flloo 
::s const I t 1- 11 • (4.34) 

Here we have used the fact that J(t, 0) is bounded as 
t ~ -<Xl; the rest follows as in Sec. 3. 

In particular, if f is m times differentiable, so is 
W(O, -<Xl)f. The results of this section are equally 
valid, of course, for t ~ + co. 

5. BOUND STATES 

It is useful to provide an independent characterization 
of the set s_ u S+ of unbound states. In this section, 
we shall show that under suitable additional hypothe
ses, the complementary set B = E 2n - S_ U S+ of 
bound states has a compact intersection with each 
level surface of the total energy function H. 

For this purpose, we shall assume again that H = 
Ho + V, where Ho and V satisfy (3.1) and (3.2). In 
addition, we shall assume that H o(y) ~ 0, and that the 
level surfaces of Ho(Y) are compacl in En - ZOo For 
this it suffices to assume, for instance, that the Hes
sian matrix a2Ho/'oY/)Yj is everywhere a positive de
finite quadratic form bounded away from zero, as it is 
in the classical case H 0 = ~ y2. 

Throughout this section, we shall write (x(t), y(t)) for 
w(t)(x, y), (u(t), v(t» for (dldt)(x(t), y(t» and E for 
H(x(t), y(t». We recall that E is the total energy asso
ciated with the trajectory (x(t), y(t)) and is a constant 
of the motion. 

We shall say that the point (x, y) E E 2n is an incoming 
(outgoing) point if the inner product x'(aHlay) < 0 
(> 0). Evidently if (x(t), y(t» is an incoming (outgoing) 
pOint then we have (dldt) 1 x(t) 12 :::;: 2(x(t)-(aHlay)(t)) < 
0(> 0). 

Lemma 5.1: For each E > 0 there exists a con
stant R > 1 such that if (x(t),y(t)) is any trajectory 
with E ::s H(x(t), y(t» ::s 2E and (x(O), yeO»~ is an 
incoming point with Ix(O)1 > 2R, then for all t < 0 we 
have 

Ix(t)! ~ R + const I tl. (5.1) 

Proof: Given E > 0, we define 

. \IOHOI 1 5 I m:::;:mlll, ay :zE<Ho(Y)<zE" (5.2) 

M = maxll::~I: ~ E < Ho(Y) < ~Ef. (5.3) 

Our assumptions on Ho ensure that rn > 0 and M < <Xl. 

tt follows directly from (3.3) that 

I V(x, y) I ::s const Ixl- l - l1 , 11 > O. (5,4) 

Hence we may choose R ~ 1 so that, if Ixl > R, 

(a) Iv(x) I < ~E, 

(b) I ~~ I < tm, 

(c) 1:1< 8~ rr;; Ixl-2 • 

(5.5) 

Then for all points (x(t), y(t» with E < H(x(t), yet)) < 
2E and Ix(t)I> R, we know that 

1H0(y(t» - E I = I Ho(y(t)) - H(x(t), y(t» I 

and hence that 

I aHo I 
ay(t) ~ rn, 

I a2Ho I 
ay(t)ay(t) ::s M. 

::s I V(x(t) , yet»~ I < ~E (5.6) 

(5.7) 

(5.8) 

Now we introduce the rectilinear trajectory (Xo(t), 
yo(t) by 

Xo(t) =x(O) + tu(D), 
(5.9) 
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and define the set 

1= {t::; 0: Ix(t) - Xo(t) 1 <!m 1 tl 

and ly(t)-yo(t)1< tm/M}. (5.10) 

Evidently t = 0 E I, and I is open in the left half line. 
We shall show that I is also closed. 

It suffices to assume that TEl for all T such that 
t < T ::; 0, and prove that then tEl. In this case we 
know that for all such T, 

IX(T)I > 1"o(T)1 - !mlTI 

= Ix(O) + u(O)TI- !mlTI 

>(lx(0)12 + lu(0)12T2)1/2 - !mlTI 

>H Ix(O) 12 + lu(O) 12T2)1/2 > ! Ix(O) 1 > R, (5.11) 

where we have used the hypothesis that x(O)ou(O) < 0 
and t < O. It follows that for all such T conditions 
(5.5), (5.7), and (5.8) hold at (X(T), y(T». Hence 

( 0 I aH aH I Ix(t) - Xo (t) I::; . t ay(T) - ay(O) dT 

10 I aHo aHo I 
::; t ay(T) - ay(O) dT 

10 I av iW I + t ay(T) - ay(O) dT 

< t MIY(T) -y(O)ldT + t t.mdT 
t t 

< !m It 1 • (5. 12) 

Similarly, 

j .o I av I 
ly(t)-yo(t)I::; t laX(T) dT 

<2m2 t~ 
81T M t IX(T) 12 

1 m 2 fO 4dT 
< 81T Ii t Ix(O) 12 + lu(O) 12T2 

_1...- 1JZ
2

( 21T \ < 1:. m 
- 81T M Ix(O)llu(O)I} 4 M (5.13) 

Thus we see that if TEl for all T, t < T::; 0, then 
tEl, and hence tEl for all t < O. In particular, (5.11) 
holds for all t, so that 

Ix(t) 1 2: !(lx(0)12 + IU(O)1 2 t2)1/2 

2: R + !(i2Iu(0)llti) 2: R + tmltl, (5.14) 

as required. 

We can now give a sufficient condition that a point 
(x, y) E E2n - Zo lie in S_. 

Theurem 5.2: Every incoming point ("o,yo) EE2n 
of energy H("o,Yo) > 0 lies in S_ if 1"01> 2R, where 
R depends only on E. 

Proof: Given ("o,yo) EE 2n with energy H("oYo) > 
0, choose E = %H("o, Yo) and R by Lemma 5.1. Now 
we can find a neighborhood U of ("0, yo) such that 
every point in U is an incoming point of energy lying 
between E and 2E, for which Lemma 5. 1 holds. In 
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particular,if (X,y) EUthen Ix(t)1 >R + tmltl for 
all t < 0, where m depends only on E. 

Now choose cp E C8(E2n ), any function positive at 
(xo, yo) and Vanishing off U, and consider W(t,O)cp. As 
in Sec. 3, we have 

d d 
dt W(t, O)cp = dt Wo (- t)W(t)cp 

= iM(t)W(t,O)cp. (5. 15) 

Hence 

W(t, 0) = i r M(T)W(T, O)cpdT (5.16) 
and t 

I
t '' IIW(t ' , O)cp - W(t", O)cpllp::; tl II M(T)W(T, O)cp IIpdT 

l
tll 

= tl IIMW(T)cp II pdT. (5.17) 
Now 

MW(T)cp = i{V, W(T)}cp 

= i L; av aW(T)cp _ av aW(T)p (5.18) 
ayax ax ay' 

So 

IIMW(T)cpllp::; IIlgradVI IgradW(T)cpl lip 

::; II (grad V) (W«T)x 1100 II gradW(T)cp II p' (5.19) 

where X is the characteristic function of the (com
pact) support K of cpo Now (cf 3.21) 

gradW(T)cp = J(T)W(T) gradcp, 

so that 

(5.20) 

IIgradW(T)cp lip::; II J(T)x II 00 II W(T) gradcp II p. (5.21) 
But 

and 
IIW(T) gradcpllp = Ilgradcpllp, 

IIJ(T)xll oo = IIJO(T)J(T,O)x ll oo 

::; IIJo(T)W(T,O)xllooIlJ(T, O)X ll oo 

::; const(1 + 1 T I), 

(5.22) 

(5.23) 

where we have used the fact that J(T, 0) is uniformly 
bounded on compact sets for all T, and JO(T) is uni
formly bounded on compact sets by const(1 + 1 T I). 
On the other hand, we have 

II (gradV)(W(T)x II = IIW(- T)(gradV)x II 00 00 
= suP{l(gradV)(x(T), Y(T): (x, y) E K} 

::; sup{const IX(T) 1-2-1): (x, y) E K} 

::; const(R + tm 1 T 1)-2-l), (5.24) 

where we have used (3.2) and (5.14). Combining 
(5.21), (5.23), and (5.24), we find 

IIMW(T)lI p ::; const(1 + ITI)(R + tmITI)-2-1)lIgradcpllp 
(5.25) 

from which it follows that W(t,O)cp converges to 
W(- co, O)cp as t ~ - co, in such a way that 

II W(- co, O)cp - W(t, o)cp II::; const I t 1-1). (5.26) 

Since W(t, 0) is the inverse of W(O, t) for all t, evident
ly W(- co, 0) is the inverse of W(O, -co) wherever it 
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exists. Thus if we put 1/1 = W(- 00, O)cp, then cp = 
W(O,- 00)1/1, so that cp E range W(O,- 00), and since cp 
is positive at ~,Yo), it follows that ~, Yo) E S_. 

A similar result holds for the limit t ---) + 00. In this 
case we find that eve ry outgoing state (lIo, Yo) E E 2 n 

of energy H~, Yo) lying between E and 2E lies in S + 
if IlIol> 2R, where R depends only on E. 

If we define the set B of bound states as the comple
ment E2n - (S+ u S_), then we can prove 

Theorem 5.3: Every bound state (lIo,Yo) of energy 
H(lIo,yo) lying between E> 0 and 2E must satisfy 
Ixl ~ R, Iyl~ R for some R depending only on E. 

Proof: Choose R =max{2R_, 2R+}, where R_ is 
given by Theorem 5.2 and R+ is given by the com
panion result for the limit t ---) + 00. Then if I lIo I > R 
and (lIo, Yo) is an incoming or outgoing stat~, then 
(lIo,Yo) lies in S_ or S+ by Theorem 5.2. If (lIo,Yo) 
is neither, then (lIo, uo) = 0, and we can write (JIo, Yo) 
as the limit of a sequence of incoming states (xn' Y n) 
for which (xn' Un) < O. Now from Lemma 5. 1 we 
know that IXn (t) I> R + tm I t I for all t < 0, where m 
is independent of n for n sufficiently large. It follows 
that I lIo(t)1 >R + tmltl >llIo I if It I is sufficiently large. 
Hence we know that for some r, t < r < 0, Ix(r)1 > R 
and (d/drlx(r) I < O. Hence (x(r),y(r» is an mcoming 
state of the same energy as (lIo, Yo), and so lies in S_. 
Since S_ is invariant under the motion, (lIo, Yo) also 
lies in S_. 

Corollary: The set of all bound states of given 
total energy is compact. 

6. SCATTERED STATES 

We have defined in Sec. 3 the set S = S_ so that S_ is 
the complete inverse image of E 2n - Zo under the 
mapping w(- 00,0). We have shown in Sec. 4 that 
w(- 00,0) is nonsingular and hence invertible. It is 
clear that the inverse w (0, - 00) can also be realized 
as the limit as t ---) - 00 of the inverses w(O, t) of 
w(t,O). . 

We have also defined the set S+ as the complete in
verse image of E 2n - Zo under the mapping w(+ 00,0), 
which is also invertible, and can be realized as the 
limit as I ---) + 00 of the inverses w(O, t) of w(t, 0). 

Now on the set S = S+ n S_ we can form the mapping 

w(oo,- (0) = lim lim w(s, t): E2n - Zo ---) E 2n - Zo 
t ->+00 t ->-00 

and interpret w(+ 00, - (0) as a scattering mapping 
which compares the asymptotic behavior as t ---) ± 00 

of the incoming and outgoing trajectories (x(t), y(t» of 
the scattered states (x(O), yeO»~ E S. 

It need not be true, in general, that S = S+ = S_. We 
shall show in this section, however, that under the 
assumptions of the last section the symmetric dif
ference (S+ u S_) - S = E 2n - (B u S) has measure 
zero. It follows that S is not empty. It also follows 
that if 1 ~ P < 00 then £P(S+) ~ £P(S_) ~ £P(S). Since 
£P(S±) = W(O, ± 00)£P(E2n ), we have W(O, ± (0)£P(E 2n ) 
~ £P(S). This means that in £P(E2n ), 1 ~ P < 00, we 
may define the scattering operator 

W(+ 00, - (0) = lim lim U~s, t) 
S~+oo t~-oo 

and prove that this operator maps £P(E2n ) isometri
cally onto itself. 

Now if S_ - S has positive measure, then it contains a 
compact subset K of positive measure together with 
all of the translates w(t)K of K under the motion w(t). 
Hence to show S_ - S has measure zero, it will suf
fice to show that if K is any compact subset of S_ of 
positive measure, then for some t, w(t)K n S+ also has 
positive measure. 

Lemma 6.1: If K is any compact subset of S_ of 
positive measure, then (under the assumptions of Sec
tion 5) w(t)K n S+ has positive measure for some t> o. 

Proof: Let Kl and K2 be any two compact subsets 
of E 2n , and Xl and X2 their characteristic functions. 
If K2 c S_, then X2 = W(O, - 00)X3, where X3 is the 
characteristic function of K3 = 11'(- 00,0)K2• Hence 

Ilx1W(- t)x2111 = Ilx1W(- t)W(O, - 00)x3 11 1 

= IIXl W(O, - oo)Wo(- tlx3111 

= (Xl> W(O, - oo)Wo(- t)X3)2 

= (W(O, - oo)*Xl' Wo(- t)X3)2' (6.1) 

Now this last term is of the form (f, W 0 (- t)g)2 for 
f,g E £2(E2n ). Since the group of isometries Wo(- t) 
is generated by an operator La of absolutely continu
ous spectrum (see Sec. 2), we know from the Lemma 
of Riemann-Lebesgue that (j, Wo (- t)gh ---) 0 as 
t ---7 - 00 for all f,g E £2(E2n ). Hence for all suffi
ciently large t > 0, 

(6.2) 

or equivalently 

(6.3) 

Now given E> 0, choose R by Lemma 5. 1 and T so 
that if I x I < 2R and H (x, y) < 2E, then I y I < 2T. 

Put Kl = {(x,y): Ixl < 2R, Iyl < 2T} and K2 = K. Then 
for all sufficiently large t> 0 the measure J.L(Kf n 
w (t)K2 ) of the set of states (x(t), y(t)) which lie in 
w(t)K2 but not in Kl is at least !J.L(Kl, n K2). But every 
such point is outgoing as it crosses Ixl = 2R, and 
hence must belong to S+ by Theorem 5. 2. For such t, 
then, (w(t)K n S+) > !J.L(K n K1 ). If J.L(K n K 1 ) = 0 for 
all choices of E,R and T defining K 1 , then M(K) = 0; 
hence if J.L(K) > 0, then /.l(w(t)K n S+) > 0, as required. 

The same argument applies to S+ - S. Hence, 

Corollary 6.2: Under the same assumptions, the 
difference E 2n - (S U B) has measure zero. 

Corollary 6.3: Under the same assumptions, we 
have for all p, 1 ~ P < 00 

Finally, we know that on £P(S±) the limit lim W(s,O) 
S"""'i'+oo 

converges strongly to an isometry inverse to 
W(O, ± (0). In fact, if W(O, + oo)f = g, then 

IIf - W(s, O)gllp = IIf - W(s, O)W(O, + OO)fllp 
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Ilw(O, s)f - W(O, + oo)fll p , 

~ 0 as s ~ + 00, (6. 5) 

and similarly for s ~ - 00. 

Hence in view of Corollary 6. 3 we have 

Corollary 6.4: Under the same assumptions the 

lim lim W(s, t) 
S-HOO t---:,-oo 

converges strongly to an isometry W(+ 00, - 00) =: 

W(+ 00, O)W(O, - 00) of £P(E 2n ) onto itself for 1:::; p < 
00. 

7. DISCUSSION 

A few comments are now in order. 

(7. 1.) The results of Sec. 3 may be regarded as a 
contribution to the study of the stability of differential 
systems under perturbations. We are dealing here 
with "incompressible" autonomous systems, for which 
the standard methods of stability theory do not apply. 
The method developed here provides another 
approach to the study of such systems, but depends 
essentially on the incompressible character of both 
the perturbed and unperturbed motions. It may be 
pOssible, however, to extend this method to suitably 
defined "almost incompressible" or "asymptotically 
incompressible" motions. 

(7.2.) Condition (3.3) on the perturbation V(x) is 
essential, in view of the fact that the results of Sec. 3 
are known to fail for Coulomb forces, for which 
V(x) =: constlxl-1 . 

(7.3.) It is tempting to conjecture that the results of 
Sec. 6 can be improved in various ways. For instance, 

1 J. M. Cook, J. Math. Phys. 36, 82 (1957). 
2 E. T. Whittaker, A Treatise on the Analytical Dvnamics of PaY

ticles and Rigid Bodies (Cambridge U.P., Cambridge, 1937); 
H. Goldstein, Classical Mechanics (Addison-Wesley, Reading, 
Mass., 1950). 

it seems plausible that S+ = S_. But there are sys
tems with trajectories (x, (t), y(t)) for which 
lim Ix(t) I =: 00 as t ~ - oo,but lim Ix(t) I =: 0 as t ~ + 
00. Such a trajectory describes the motion of an in
coming particle which spends its whole lifetime 
Climbing a potential hill, ultimately coming to rest at 
the top. All the points on this trajectory then lie in 
S_, but not in S+. We have shown that the set of all 
such points must have measure zero under the 
hypotheses of Sec. 5. 

It is also plausible that I x(t) I 2>: const(1 + I t i) as 
t ~ + 00 uniformly on compact subsets of S_. But 
there are systems in which an incoming particle 
may enter a potential cavity with a very narrow en
trance, and then spend an arbitrary long time finding 
its way out again; for such a particle Ix(t) I:::; const 
for arbitrarily large t. It may be possible to estab
lish a uniform asymptotic behavior for t ~ + 00 on 
compact subsets of S_ in the absence of potential 
cavities, a possibility suggested by analogous results 
recently obtained for acoustical scattering from con
vex boundaries. 

Note added in manuscript: After completing this 
manuscript, the author learned of a paper by W. 
Hunziker5 dealing with the same subject. Hunziker 
considers the much more difficult many-body pro
blem, but restricts his attention, as does CoOk,2 to 
finite-range forces. He indicates in Sec. 5, however, 
how to extend his proof of the existence of the wave 
operators to include infinite-range forces; our proof 
of Theorem 3. 3 is then a special case of his. He does 
not indicate how to prove the existence, differentiabi
lity, or asymptotic completeness of the wave map
pings for such forces; perhaps our methods will pro
vide a starting point for an attack on these questions. 

3 J.M.Cook, "Banach Algebras and Asymptotic Mechanics," Insti
tute D'Etudes Scientifiques de Cargese, 1965. 

4 C. E. Rickart, General Theory of Banach Algebras (Nostrand, New 
York,1960). 

5 W. Hunziker, Commun. Math. Phys. 8, 282 (1968). 
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A complete and detailed classification and analysis of all the Inonu-Wigner contractions of all the real Lie 
algebras of dimension 1,2, and 3 is presented. Starting with a more natural classification of the algebras, many 
corrections and completions are made to the earlier results of Sharp. Among other things, a proper contrac
tion is constructed between two three-dimensional Lie algebras both of which have two-dimensional derived 
algebras--a phenomenon previously claimed impossible. 

INTRODUCTION 

The purpose of this paper is to present a complete 
and detailed classification and analysis of all the 
Inonu- Wigner contractions (!WC's) of all the real 
Lie algebras of dimenSion 1, 2, and 3. 

Despite the grOwing interest in contractions in both 
mathematics and phYSics, the only analysis of this 
type is in a somewhat obscure report by Sharp. 1 Un
fortunately Sharp's analysis contains a number of 
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errors in and omissions of some of the most interest
ing cases. Surprisingly, Sharp's work has been 
referenced throughout the literature with no recogni
tion of its errors and has thus led to numerous in
complete and, in certain instances even inaccurate 
results. The author will be dealing with some of 
these in another paper. 

A repertOire of accurate and detailed (e.g., the dimen
sionality of the various subalgebras involved, which 



                                                                                                                                    

196 REESE T. PROSSER 

Ilw(O, s)f - W(O, + oo)fll p , 

~ 0 as s ~ + 00, (6. 5) 

and similarly for s ~ - 00. 

Hence in view of Corollary 6. 3 we have 

Corollary 6.4: Under the same assumptions the 

lim lim W(s, t) 
S-HOO t---:,-oo 

converges strongly to an isometry W(+ 00, - 00) =: 

W(+ 00, O)W(O, - 00) of £P(E 2n ) onto itself for 1:::; p < 
00. 

7. DISCUSSION 

A few comments are now in order. 

(7. 1.) The results of Sec. 3 may be regarded as a 
contribution to the study of the stability of differential 
systems under perturbations. We are dealing here 
with "incompressible" autonomous systems, for which 
the standard methods of stability theory do not apply. 
The method developed here provides another 
approach to the study of such systems, but depends 
essentially on the incompressible character of both 
the perturbed and unperturbed motions. It may be 
pOssible, however, to extend this method to suitably 
defined "almost incompressible" or "asymptotically 
incompressible" motions. 

(7.2.) Condition (3.3) on the perturbation V(x) is 
essential, in view of the fact that the results of Sec. 3 
are known to fail for Coulomb forces, for which 
V(x) =: constlxl-1 . 

(7.3.) It is tempting to conjecture that the results of 
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lim Ix(t) I =: 00 as t ~ - oo,but lim Ix(t) I =: 0 as t ~ + 
00. Such a trajectory describes the motion of an in
coming particle which spends its whole lifetime 
Climbing a potential hill, ultimately coming to rest at 
the top. All the points on this trajectory then lie in 
S_, but not in S+. We have shown that the set of all 
such points must have measure zero under the 
hypotheses of Sec. 5. 

It is also plausible that I x(t) I 2>: const(1 + I t i) as 
t ~ + 00 uniformly on compact subsets of S_. But 
there are systems in which an incoming particle 
may enter a potential cavity with a very narrow en
trance, and then spend an arbitrary long time finding 
its way out again; for such a particle Ix(t) I:::; const 
for arbitrarily large t. It may be possible to estab
lish a uniform asymptotic behavior for t ~ + 00 on 
compact subsets of S_ in the absence of potential 
cavities, a possibility suggested by analogous results 
recently obtained for acoustical scattering from con
vex boundaries. 

Note added in manuscript: After completing this 
manuscript, the author learned of a paper by W. 
Hunziker5 dealing with the same subject. Hunziker 
considers the much more difficult many-body pro
blem, but restricts his attention, as does CoOk,2 to 
finite-range forces. He indicates in Sec. 5, however, 
how to extend his proof of the existence of the wave 
operators to include infinite-range forces; our proof 
of Theorem 3. 3 is then a special case of his. He does 
not indicate how to prove the existence, differentiabi
lity, or asymptotic completeness of the wave map
pings for such forces; perhaps our methods will pro
vide a starting point for an attack on these questions. 
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INTRODUCTION 

The purpose of this paper is to present a complete 
and detailed classification and analysis of all the 
Inonu- Wigner contractions (!WC's) of all the real 
Lie algebras of dimenSion 1, 2, and 3. 

Despite the grOwing interest in contractions in both 
mathematics and phYSics, the only analysis of this 
type is in a somewhat obscure report by Sharp. 1 Un
fortunately Sharp's analysis contains a number of 
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errors in and omissions of some of the most interest
ing cases. Surprisingly, Sharp's work has been 
referenced throughout the literature with no recogni
tion of its errors and has thus led to numerous in
complete and, in certain instances even inaccurate 
results. The author will be dealing with some of 
these in another paper. 

A repertOire of accurate and detailed (e.g., the dimen
sionality of the various subalgebras involved, which 
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subalgebras lead to which IWC 's, and which algebras 
can be obtained as IWC's) examples is essential in 
"guessing" general theorems and checking counter
examples. In order to provide such a repertoire and 
to stop the perpetuation of the errors mentioned 
above, the author has carried out the analysis pre
sented in the following sections. 

1. TERMINOLOGY 

Let G == (V, [ , ]) denote a Lie algebra with underlying 
vector space V and Lie bracket [ , ]. We then, except 
where specified otherwise, let G' and Z (or Z G if G 
needs emphasis) denote the derived algebra of G and 
the center of G, respectively. If W eGis a Lie sub
algebra of G then let n == dim(G), n' == dim(G'), 
n z == dim(Z), and n w == dim(W). 

For t E [0, 1], let A t be a linear operator on V, with 
At nonsingular for t E (0,1]. Define,for each t E 

(0,1], a new Lie bracket on V by 

for each X, Y E V and let G t == {V, [ ,] t). Suppose 
there are complementary subs paces W and U of V 
such that the At "block decompose", re (Le., with 
respect to) the decomposition V == W + U, into the 
form 

(
I I 

A t == 0 (1. 1) 

for all t E [0,1], where 11 and 12 are identity opera
tors on Wand U, and D is an operator on W. 

The limit 

lim [X, Y]t == [X, YJ oo 
t-+ 0 

exists for all X, Y E V iff [ ']00 is a Lie bracket on 
V. Whenever this occurs, the resulting Lie algebra 
Goo == (V, [ , ]00) is called an 1nonu- Wigner contraction 
(IWC) of the original Lie algebra G == (V, [,». Inonu 
and Wigner 2 ,3 discovered that this happens iff W is a 
subalgebra of G. Moreover the outcome of an IWC is 
not affected by the operator D, so there is no loss in 
generality by our considering only D == O. 

It can also be shown4 that, for a fixed subalgebra W, 
any other complementary (to W in V) subspace UI 
together with the new ,!perators of the form (1) re the 
decomposition V == W + U 1 yields the same (Le., iso
morphic) Lie algebra. Hence we may unambiguously 
write G ~ and call this the 1WC oj G re the subalgebra 
W. Furthermore, every IWC of a given Lie algebra G 
is obtained if we (i) take each subalgebra Wof G; (ii) 
fix a ?asis {Xl' ... ~Xn w}fo: W; (i~i) complete this to 
a basls {Xv' .. ,XnJ for V; (lV) deflne AtXi == Xi for 
1:s i:s nw, AtXi == tXi for nw< i:s n,and extend 
by linearity; and (v) determine the resulting G elf. 
Following the usual convention, we define an algebra 
by specifying the commutation relations on a fixed 
basis with only the nonzero ones being actually 
written down, except for special emphasis. Since any 
proper (i.e., Goo cf. G) IWC results in a semidirect 
sum, the semidirect decompositions of the various 
algebra are of special interest and are hence pointed 
out in the classification. We omit repeating that the 
k-dimensional Abelian Lie algebra A k is the direct 

sum of I-dimenSional (Abelian) algebras. Some other 
notation used is now listed. 

== the vector subspace with basis 
{Xl"" ,X k}' 

== the Lie subalgebra with basis 
{Xl""'X k }' 

P EEl K == Lie algebra direct sum of the Lie 
algebras P and K. 

P EEl. K == Lie algebra semidirect sum of the 
Lie algebras P and K, where 11 is 
a representation of Kin P by deri
vations. 

2. REAL LIE ALGEBRAS OF WW DIMENSION 

For purposes of uniformity and convenience, we now 
classify and establish notation for the real Lie alge
bras withn == 1, 2, and 3·. The bases for these algebras 
are chosen to best facilitate our later calculations of 
all the IW contractions of these algebras and, at the 
same time, to minimize the number of nonzero struc
ture constants. For other discussions of low-dimen
sional Lie algebras, the reader is referred to Jacob
son 5 and Talman. 6 

A. n == 1 

The only one-dimensional Lie algebra we denote by 
A I ('" Al). For any basis {Xl}, Al is defined by 

(2.1) 

and, of course, n z == n == 1 and n' == O. 

B. n == 2 

We classify these according to value of n'. Since 
n' == 2 is clearly impossible with n == 2 we have only 
the following two cases. 

1. n' = 0: (n z == 2) Denote it B 1('" A2,since 
Abelian). For any basis {X I 'X2} ,B I is defined by 

(2.2) 

2. n' =1: (n z = 0) Denote itB 2 • Let Xl E B;' 
(Xl"" 0) so that B2 == L{xl} and choose X 2 so that 
B2 == L{Xl'X2} and scaled so that B2 is defined by 

(2.3) 

sometimes called the "ax + b (or affine) algebra", 
since it is the Lie algebra of the "ax + b (or affine) 
group" in one dimension, B 2 is noncompact (i.e., it is 
the Lie algebra of no compact Lie group) and can be 
represented by 2 x 2 matrices by letting 

Xl == (~n and X2 == (~ ~) . 

We also note that B2 is complete,5 is solvable but not 
nilpotent, has L{xl} as its only proper ideal, and is 
the semidirect sum 

where 11 is the scalar representation. 
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C. n = 3 

Again analyzing re the value of n', we have the follow
ing cases: 

1. n' = 0: (n z = 3) Denote it CI1'" A3, since 
Abelian). For any basis {Xl'XZ ,X3}, Cl is defined 
by 

(2.4) 

2. n' = 1; (n z = 1, by a simple dimension argu
ment.) Choose Xl so that G' = L{X1 }. Any choice of 
X z and X3 so that G = L{x1'XZ ' X 3} gives the form 
[X 1 ,XZ ] = aXl ,[X l ,X3] = bXl ,[XZ 'X3] = eXl and 
the following two cases arise. 

Case (a). G' == Z: (a = 0 = b) Denote it Cz and 
scale so that e = - 1 so that Cz is defined by 

(2.5) 

Often called the Heisenberg algebra, Cz is the only 
non- Abelian nilpotent algebra with n ~ 3 and can be 
represented by 3 x 3 matrices by letting 

(0 0 1) 
Xl = 0 0 0 , 

000 
(0 0 0) 

X z = 0 0 1 , 
000 

(0 1 0) 
X3 = 0 0 0 . 

000 

Notice that the only one-dimensional ideal is G', all 
the two-dimensional ideals are Abelian ('" B 1) and 
are of the form L{Xl,aXZ + bX3 = Yz}, with a ;t! 0 or 
b ;t! 0, and C z is of the form C z == Bl EEl '!fAl == (L{XJ 
EEl L{Yz}) EEl "L{Y3},where Y3 =eXz + dX3 ,with ad
be ;t! 0, and 1f is the representation defined by 1f( Y 3 ): 

Xl---70; Y z ---7 (ad-be)Xl' 

Case (b) G';t! Z: Here choose X z and X 3 so that 
Z = L{Xz}, so that a == 0 == e, and scaled so that b = 
- 1. Denoting this unique algebra by C 3' it is de
fined by 

and can be represented by 3 x 3 matrices by letting 

(
0 0 1~ 

Xl == 0 0 0 , 
000 (

0 0 0) 
X z == 0 0 1 , 

000 

or by 2 x 2 matrices by letting 

(1 0 0) 
X3 == 0 0 0 

000 

Xl == (~ ~), X z == (~ ~), X3 == (~ ~). 
In contrast to C 2' C 3 has two one-dimensional ideals 
G' and Z. All the two-dimensional ideals of C3 can 
be written in exactly the same form as for C z, but, 
unlike that case, L{XpXz} alone is Abelian ('" B l ) 
and all the others, of the form L{Xl' aXz + X3 == Y3}, 

are non-Abelian ('" B z). Thus we have 

C 3 == Bl EEl 'It Al == (L{xI} EEl L{Xz}) EEl" L{X3} 
1 1 

= B2 EEl Al = (L{XI} EEl 11 L{Y3}) EEl L{Xz}, 

where 1f was defined re B 2 and 1f I is the representa
tion defined by 
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3. n' == 2; (n z == 0) Since G' is an ideal in G if 
G' == B z then its completenesss would lead to G ::: 
B2 EEl Al and thus to G' = B 2, contrary to the dimen
sionalities of G' being 2 and of B2 being 1. Hence 
G' = Bland we see that every algebra in this class 
is solvable, but not nilpotent. Moreover, it is now 
clear that, for any choice of X l'X2 , and X 3 so that 
G' == L{xl'XZ} and G == L{X1,X2 ,XJ, the adjoint 
action of X3 is that of a nonsingular linear o,Perator 
on the two-dimensional space G' == L{Xl'Xzf. Letting 
Al and AZ be the roots of the characteristic equation 
of this operator (note: Al ;t! 0 and Az;e 0 always), we 
classify these algebras in the following way: 

(a) Al and Az real and their eigenspaees span G'; 
In this case choose Xl and X z to be eigenvectors cor
responding to Al and Az, respectively, scale X3 so 
that Al = 1, and denote the resulting Az by A and the 
algebra by C4(A). Then C4 (A) is defined by 

[Xl ,X2 ] = 0, [X3,Xd = X l' [X3,Xz ] == AX2 (2.7) 

and can be represented by letting 

(0 0 1) 
Xl == 0 0 0 , 

000 (
0 0 OJ 

X 2 == 0 0 1 , 
000 

It should be pointed out that C 4 (A) "'" C 4 (I/A) [let 
Xl ==X2,X; ==Xl ,andX3 == (17A)X3J· 
Each of these algebras only has proper ideals of the 
form: 

L{Xl } "'" AI' L{Xz} ~ AI' 

and L{xl'X2} == C4 (A)' "" BlI 

except for C 4(1) which, since here every element of 
C 4(1)' is an ei%envector, also has all the subalgebras 
of the form LtaXl + bXz} "'" Ap a ;t! 0 or b ;t! 0 as 
ideals. Thus we have C4 (A) == Bl EEl "AI == (L{Xl} EEl 
L{xz}) EEl '!f L{X3}, where each 1f == 1f(A) is the direct 
sum of two scalar representations. 

(b) Al == A2 real but not diagonalizable: In this 
case choose Xl and X z so that ad X3 is triangular 
with Xl as eigenvector, scale X 3 so that Al == A 2 == 1, 
and scale Xl so that we finally have 

[Xl,XZ] == 0, [X3'Xl ] == Xl' [X3,XZ] == Xl + X 2· 
(2.8) 

Denoting this algebra by Cs , we see that it can be 
represented by setting 

(0 0 lu 
Xl = 0 0 0 , 

000 
(

0 0 OJ 
X 2 = 0 0 1 , 

000 
(1 1 0) 

X3 = 0 1 0 . 
000 

Notice that the only proper ideals of Cs are L{xl} "'" 
Apand L{xl'XZ} = C~ "'" Bl and we have 

Cs == Bl EEl '!fAl == (L{Xl } EEl L{Xz}) EEl" L{x3} I 

where 1f is clear by now. 

(e) Al and A2 complex: (AI == };z) In this case, 
choose Xl and X 2 as the "real" and "imaginary" 
components of the eigenvector (in the complexifica
tion of G') corresponding to Al == a + ib (b ;t! 0) so 
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that [X3,Xl + iX2] = (a + ib)(Xl + iX2). Taking real 
and imaginary parts of this equation, we get 

[X3 'Xl ] = aXl - bX2, [X3,X2] = bXl + aX2· 

We then scale X so that b = - 1, denote the resulting 
a by X, and denot~ the resulting algebra by C6 (A), 
which is thus defined by 

[Xl ,X2] = 0, [X3,Xl ] = X 2 + AXl , 

[X3 ,X2 ] =- Xl + AX2 • (2.9) 

Moreover C6 (X) can be represented by letting 

(
001) (000) (A-l Xl = 0 0 0 , X 2 = 0 0 1 , X 4 = 1 A 
000 000 00 

These C6 (A) contain no one-dimensional ideals and 
only one two-dimensional one, namely L{Xl ,X2} = 
C6 (X)' "" B l' and we have 

C6(X) = Bl EB If Al = (L{Xl } EB L{X2}) EB If L{x3}' 

We should note that C6(0) is the Lie algebra of the 
group of Euclidean motions in the plane. 

4. n' = 3: (n z = 0) In this caseXl ,X2 ,X3 can be 
chosen so that [Xl'X2J = X3 and G = L{Xl ,X2,X3}. 
Although the details are not interesting for our pur
poses and are hence omitted, a straightforward calcu
lation shows that there are exactly two distinct alge
bras in this class. Both these algebras are simple 
(Le., have no proper ideals) and, by additional judi
ciousness in the choice of Xl'X2,X3, we are led to 
the following two cases: 

Case (a): Denoted by C7 and defined by 

This is the Lie algebra of the three-dimensional ro
tation group SO (3) and the special two-dimensional 
unitary group SU (2) and is hence also denoted so (3) 
and su (2) and can be represented by letting 

(00 OJ (001V (0-10) Xl = 0 0 - 1 X 2 = 0 0 0 , X3 = 1 0 0 . 
01 0 -100 0 00 

It should be noted that C7 is the compact real form of 
the Lie algebra sl (2, C). 

Case (b): Denoted by Cs and defined by 

This is the Lie algebra of the two-dimensional 
Lorentz group SO (2,1) and is hence also denoted 
so (2, 1) and can be represented by 

(0 0 1) 
X 2 = 0 0 0 , 

100 (0 0 0) 
Xl = 0 0 1 , 

010 

It should be pointed out that C 8 is also the Lie algebra 
s 1 (2, R) of the two- diJllensional special linear group 
SL (2, R) and is the noncompact (contains the noncom-

pact B as a subalgebra) real form of sl (2, C). When 
viewed

2 
as s 1 (2, R), the "standard" basis and repre

sentation chosen are 

so that 

[e,j] = h, [h, e] = 2e, [h,j] = - 2/, 
and 

h = (~ _ ~), e = (~ ~), /;::: (~ ~) . 
3. INONU-WIGNER CONTRACTIONS 

We now determine all of the Inonu- Wigner contrac
tions (IWe's) of the real Lie algebras with n :s 3, 
using the notation established in Sec. 2. In defining 
the maps At by telling what they do to a specified 
basis we are repeatedly using the fact that an IWe is 
compietely determined by the subalgebra W, which 
the contraction is with respect to, in the sense that 
G W is independent of the complementary subspace 
(of W in G) chosen. We now list (without proof here) 
a few other basic theorems about IWe's which are 
used repeatedly and without comment throughout this 
section: 

(il GG = G for any Lie algebra G. 
(ii) G{O} =:An(n;::: dim G) for any Lie algebra G. 
(iii) IfooWis a central subalgebra of G(Le., WCZ C G), 
then G:: = An(n = dim G). 
(iv) n:.o:s n' for any IWe. 4 

(v) (An)! = An for any subalgebra WeAn. 

Without further refreshers we proceed directly to the 
calculations at hand. 

A 1: Since Al = AI, A loo = Al always. 

B l: Since Bl ;::: A2, B loo = BI always. 

B 2: Two cases occur here: 

W = L{Xl } = B2: 
At: Xl ~ X l jX2 ~ tX2 , 

[X2 ,Xl ]t = tAtl(XI ) =: txl -4 0: (B 2)! = B I . 

W = W(a) = L{aXl + X 2 = Y2} ~ B;: 

At:XI ~ tXI ; Y2 ~ Y2 , 

[Y2 ,Xl ]t = tA;1 (Xl) = Xl ~ Xl :Bf~a) = B 2 • 

C 1: Since C I = A3, C loo = Cl always. 

C 2: We consider first n w = 1 and then n w = 2: 

W = L{Xl } = C2 = Z yields C200 = C I . 

W = W(a, b, c) = L{aX l + bX2 + cX3 = Y2} with 

d = b 2 + c2 ~ O. 

Let Y 3 ;::: (- C/d)X2 + (b/d)X2 : 

At:,XI~ tXI;Y2~ Y 2;Y3 -4 tY 3; 

[X I' Y 21t = [X l' Y 3] t = 0 -4 0 } 
: C 200 = C 2 • 

[Y 3,Y2]t = tA;I(XI) =X I ~ Xl 
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W = W(a,b) = L{X 1,aX2 + bX3 = Y 2} W = Web) = L{x2,bX 1 + X3 = Y 3} (r::;;:B 1)' 

with d = a 2 + b 2 ¢ O. 

,..et Y 3 = (- b/d)X2 + (a/d)X3: 

A t :X 1 ~ XI;Y2~ Y2;Y3~ tY3; 

[X 1'Y 2 ]t = [X 1 ,Y3 ]t == 0--7 0; 

[Y 3'Y2)t = tA t 1(X1) = tX1 ~ O. 

lIence Cfco =C 1 whenever nw = 2. 

Remark: Since IWC with respect to W leaves W 
llnchanged and makes its complementary subspace 
Abelian, one might make the following: 

Conjecture: If WI C W 2 C G are subalgebras and 
G!'l == G, then G!'2 == G. 

Counterexample: Let G == C2, WI = W(a,b, C), 
and W 2 == W(b,c),as above. Then WI C W 2 C G = C2 
and C!l = C2 but C:~ ¢ C2 • 

C 3: Consider first nw = 1 and then nw = 2: 

W = L{x2} = Z yields e3co = C 1. 

W = W(a) = L{X 1 + aX 2 = Y I} , 

At:Y1~ Y1;X2~ tX2;X3~ tX 3; 

[X 2,l:I]t = [X 2,X3]t = 0---) 0; 

[X 3, Y l]t = tA t 1(XI) 

= t(X 1 + aCt - 1)t1X 2) 

= tX1 + a(t-l)X2~ -aX 2· 

Hence, for each a ¢ 0, C ~~a) = C 2 , the Heisenberg 
algebra, and for a =:: 0, C f!O) = C 1 [note: W(O) C3]: 

W =:: W(a,b) = L{aX l + bX2 + X3 = Y 3}, 
At:X 1 ~ tX I ;X2 ---) tX2;Y3~ Y 3; 

[X 2 ,X 1 ]t =:: [X 2 ,Y3 ]t = 0--7 0; 

[Y 3,Xdt =At 1(X1) =X 1 ~ Xl' 

Hence, for each a and b,C3co =:: C3 • 

W = L{x1'X2} (r::;;:B I ), 

At:X I ~ X I ;X2 ---) X2;X3~ tX 3• 

[X2,X l)t = [X2,X3]t = 0 ~ 0, 

[X 3,X 1]t = tA-1(X1) = tX I -} O. 

Hence C300 C1 • 

W = W(a) =:: L{X V aX2 + X3 = Y 3} (r::;;:B 2 ), 

At:X1-}Xl;X2~ tX2;Y3 -7 Y 3, 

[X 2 ,X I ]t = [X2 , Y3)t = 0 --7 0, 

[Y 3,X1]t =At l(X1) =Xl -7 Xl" 

Hence,for each a, C300 = C3 " 

The remaining two-dimensional subspaces are of the 
form Sp{aX I + X 2' bX 1 + X 3}' which are subalgebras 
iff a = 0, so that the only remaining case is the 
following: 
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A t :X l -7 tX I ;X2 -7 X 2;Y 3 -7 Y3' 

[X2 ,X I ]t = [X 2 ,Y3 ]t = 0-7 0, 

[Y 3 ,X I ]t = tA"t1(Xl) =X I -7 Xl' 

Hence, for each b, C 300 == C 3' 

C4 (A.): Again consider nw = 1 and then nw = 2: 

W = L{xl}' 

A t :X l -7 X 1;X2 -7 tX2;X3 ~ tX 3' 

[X vX 2] t = tA;l (0) = 0--7 0, 

[X 3,X1 ]t = tAtl (Xl) = tX1 ---7 0, 

[X 3,X2 Jt = t2Atl (AX2 ) = tAX2 -7 O. 

Hence C4 (A)00 =:: C I • 

W = W(a) =:: L{aX l + X 2 = Y 2 }, 

A t :X1 ~ tX 1;Y2 -7 Y 2;X3 ---7 tX 3, 

[Xl' Y 2]t =:: tAtl (0) = 0 -7 0, 

[X3,X I ]t = t2A"tl(Xl) = tX1 ~ 0, 

[X 3 , Y 2 ]t = tAtl (aX! + AX 2 ) 

= aX l + tA(a(t - l)t-IX 1 + X 2 ) 

= (a + Aa(t-l»X 1 + tAX2-7a(1-A)X1" 

For A = 1 this gives C4 (1)!(a) = C
1

• 

For A ¢ 1 this gives C4 (A ¢ l)W(O) = C
1 

for a = 0 and 
C 4 (A ¢ l)!(a)= C 2 for a ¢ O. 00 

W = W(a,b) = L{aX l + bX2 +X3 = Y 3}, 

A t :Xl -7 tX I ;X2 -7 tX2;Y3~ Y 3 , 

[X I,X2]t = t2Atl (0) = 0 --7 0, 

[Y3,X1]t = tAt 1 (XI)=X I ---7 Xl' 

[Y 3,X2 ]t = tAt l (AX 2 ) = AX2 ---7 AX 2 • 

Hence C4 (A)00 = C4 (A), same A. 

W = L{xl!X2} = C 4 (A)', 

At:XI -7 X 1;X2 -7 X 2;X3 ~ tX 3• 

[Xl!X2 ]t =A"tl(O) = O~ 0, 

[X 3,X1)t = tAil (Xl) = tX1 ~ 0, 

[X 3,X2 Jt = tA t l (AX 2 ) = tAX2 ~ O. 

Hence C4 (A.)! = C 1" 

W = W(a) = L{X I ,aX 2 +X3 = Y 3}, 

A t :X 1 -7 X I ;X 2 -7 tX 2 ;Y 3 ---7 Y 3 , 

[X 1 ,X2 ]t = tAt l (0) = 0 --7 0, 

[Y3,X1]t =Atl(Xl) =Xl -7 Xl' 

[Y 3,X2 ]t = tAtl (AX2 ) = AX2 ~ AX2 " 

Hence, for each a,C4(A)00 = C4 (A), same A. 

The remaining two-dimensional subspaces are of the 
form sp{ax1 +X2 = Y 2,bX 1 +X3 = Y3},which are 
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subalgebras iff a == 0 or X == 1. Thus the two remain
ing cases are as follows: 

Case a == 0: 

W==W(b)==L{X 2,bX 1 +X3 ==Y3}, 

At:X l ~ txl;X2~ X2;Y3~ Y 3, 

[X 1,X2]t == tA'tl (0) == 0 ~ 0, 

[Y 3,X l ]t ==tAtl(Xl)==Xl~ Xl' 

[Y 3,X2]t ==Atl(AX2)==AX2~ AX 2· 

Hence, for each b, C4(X)00 == C4(X), same ~. 

Case X == 1: 

W == W(a,b) == L{aX l +X2 == Y 2,bX l +X3 == Y 3}, 

A t: X 1 ~ tx 1; Y 2 ~ Y 2; Y 3 ~ Y 3' 

[X l' Y 2]t == tA'tl (0) == 0 ~ 0, 

[Y 3 ,X l ]t == tA'tl (Xl) ==X l ~ Xl' 

[Y 3,Y2]t ;:::A'tl(aX l + 1·X2) 

== At 1 (Y 2) == Y 2 ~ l' Y 2· 

Hence, for each a and b, C4 (1)00 == C4 (1). 

C 5: Again consider nw == 1 and then nw == 2: 

W == L{xl}, 

At:X l ~Xl;X2~ tx2;X3~ tx 3, 

[X l'X 2]t == tA t l (0) == 0 --? 0, 

[X 3,X l ]t == tA7l(Xl) == txl--? 0, 

[X 3,X2]t == t2Atl(X1 +X 2) 

== t 2X l + tX2--? O. 

Hence C 500 == C l . 

W == W(a) == L{aX l +X2 == Y 2}, 

At:X l ~ tx l ;Y2 --? Y2;X3~ tX 3, 

[X l' Y 2]t == tAtl (0) == 0 --? 0, 

[X 3,X l ]t == t2A7l(Xl) == txl--? 0, 

[X 3,Y2]t == tA'tl(aX l +Xl +X2) 

== tAtl (Xl + Y 2) 

==X l + tY2 --? Xl' 

Hence, for each a, C 500 == C 2' the Heisenberg algebra. 

W == W(a,b) == L{aX l + bX2 +X3 == Y 3}, 

At:X l --? tX l ;X2 --? tX 2;Y3 --? Y 3, 

[X l'X2]t == t2A7l (0) == 0 --? 0, 

[Y 3,Xl ]t == tA7l(Xl)==Xl ~ Xl' 

[Y 3,X2]t == tAtl(Xl +X2) 

==X l +X2 --?X l +X2 • 

Hence, for each a and b, C 500 == C 5' 

W == L{Xl'X2} == C5' 
At:X l --?Xl;X2~ X 2;X3 --? tx 3, 

[X l ,X 2 ]t == A7 l (0) == O--? 0, 

[X 3,Xdt == tAt1(Xl) == tX l --? 0, 

[X 3,X2]t = tAtl (Xl + X 2) == txl + tX 2 -+ O. 

c' Hence (C 5)005 == C 1. 

W == W(a) == L{xl,aX2 + X3 == Y 3}, 

At:Xl --? Xl;X2~ tx2;Y3~ Y 3 , 

[X I ,X2]t == tAtl (0) == 0-+ 0, 

[Y 3,Xl ]t ==Atl (Xl) ==Xl ~ Xl' 

[Y 3 ,X2]t == tAtl(Xl +X2) 

=txl +X2 -+X2· 

Hence, for each a, C~~a) == C4 (1). 

Remark: The derived algebras of both C 5 and 
C4 (1) have dimension 2, so the contraction just ob
tained is an example of a type contraction which is 
claimed by Sharpl to be impossible. 

All other two-dimensional subspaces are of the form 
sp{aX 1 + X 2' bX I + X 3}' none of which are subalge
bras, so the analysis is complete for C 5 

C6(~): Again consider nw == 1 and then nw == 2: 

W == L{X 1}, 

At:X I --? X I ;X 2 -+ tx2;X3~ tX 3 , 

[X l ,X2]t == tA7l (0) == O~ 0, 

[X 3,Xl ]t;::: tA7l(X2 + AX l ) 

;::: X 2 + tAX 1 -+ X 2' 

[X 3 ,X2Jt == t2A'tl(_Xl + AX 2) 

;:::- t2X l + tAX2~ O. 

Hence C6(~)00 == C 2 ' the Heisenberg algebra. 

W == W(a) == L{aX 1 + X 2 == Y 2}, 

At :X l --? tx I ; Y2 ---7 Y 2;X3 -) tX3, 

[X l ,Y2Jt == tA7l(0) == 0---7 0 

[X 3 ,X l Jt == t2A7l(X3 + AX 1) 

== t2A't1 (Y 2 + (~- a)X l ) 

== t2 y 2 + t(~ - a)X 1 ---7 0, 

[X 3,Y2]t == tA't1(a(X2 + AX I ) + (-Xl + AX 2» 
== tA7l «a + ~)X2 + (a~ - 1)X 1) 

== tA 71 «a + ~) Y 2 + (- a2 - 1)X 1) 

== t(a + ~) Y 2 - (a 2 + 1)X 1 

---7_ (a 2 + 1)X1 . 

Hence, C6(~)00 == C 2' the Heisenberg algebra. 

W == W(a,b) == L{ax l + bX 2 +X3 == Y), 

At:X l ~txl;X2~ tX2;Y3~ Y 3, 

[Xl'X 2]t == t2A'tl(O) == O~ 0, 

[Y 3'X d t == tA'tl (X 2 + AX 1) 

;:::X 2 + AXl ~ X 2 + AX l , 
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[Y 3,X2]t = tAtl(-X l + AX 2 ) 

=-X l + AX2~ -Xl + AX 2· 

Hence, for each a and b, C 6 {A)oo = C6 {A), same A. 

W = L{xl'X 2} = C 6 {A)', 

At:X l ~Xl;X2~ X2;X3~ tX 3, 

[Xl'X2lt =A;l(O) = O~ 0, 

[X 3,Xdt = tA t l (X2 + AX l ) 

= tx 2 + tAX 1 ~ 0, 

[X 3,X2]t = tAtl(-X l + AX 2 ) 

= - tx 1 + tAX 2 ~ O. 

Hence C6 (A)! = C l · 

All the other two-dimensional subspaces can be put 
in one of the following two forms: 

(i) sp{X l' ax 2 + X 3}, 
(ii) sp{aX l +X 2,bX l +X3}· 

It is easily checked that none of these is closed under 
the Lie product and are hence not subalgebras. Thus 
the derived algebra is the only two-dimensional sub
algebra and the analysis of C6 (A) is complete. 

C 7: (R:: so (3» Besides the properties already 
pointed out about C 7 , it has a very useful symmetry 
about it which can be described by saying that given 
any nonzero element of C7 , by properly scaling this 
element, two other elements can be chosen so that the 
canonical commutation relations (2.10) hold for these 
three elements. Thus it suffices to ·consider anyone 
one-dimensional subalgebra. 

W = L{x3}' 

At:X l ~ txl;X2~ tx2;X3~ X 3, 

[Xl'X2]t = t2Atl(X3) = t2X3~ 0, 

[X 3,X l ]t = tA t l (X2) =X2~ X 2' 

[X 3 ,X2 ]t = tA t l (-Xl) = -Xl ~ -Xl· 

Hence C 7 "" = C 6 (0), the Lie algebra of the group of 
Euclidean motions in the plane. 

C 7 has the additional characterizing (among three
dimensional algebras, at least) property that it has no 
two-dimensional subalgebras whatsoever, due to the 
fact that any two linearly independent elements gene
rate (as a Lie algebra) all of C7 • Thus the analysis 
of C 7 is complete. 

C 8: Again consider n w = 1 and then n w = 2: 

W = L{aX 1 + bX2 = Y I} with d2 = a2 + b2 '" O. 

Let Y 2 = {- b/d2)X 1 + (a/d 2)X2: 

At: Y1 ~ Y1; Y2 ~ tY2;X3 ~ tx3, 

[Y 11 Y 21t = tAt l (X3) = X3 ~ X 3 , 

[Y l1X 3] t = tA t 1 (ax 2 + b (- X 1» 

= tA t l (d 2Y 2) = d2y 2 ~ d2y 2' 

[Y2,X 3]t = t2At1«- b/d2)X2 

+ (a/d 2 )(- Xl» 
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= t2Atl (- d-2 Y 1) 

= - t2d- 2 Y I ~ O. 

Hence we can see (by settingX~ = Y 2 + d- I X 3 , X2 = 
Y 2 - d-IX 3 ,X3 = d- l Y 1) that, for all admissible a 
and b, CSoo = C 4 (- 1). 

W = W(a,b) = L{aX I + bX2 + X3 = Y 3}, 
At:X I ~ tXl;X2~ tx2;Y3~ Y 3, 

[Xl1X21t = t2A;1 (X3) 

= t2At1(Y3 - aX I - bX2) 

= t 2y 3 - tax 1 - tbX 2 ~ 0, 

[Y 3,X 11t = tAtl(b(-X3) + (-X2» 
= tAtl (- bY 3 + abX 1 + (b 2 - 1)X2) 

= - tbY3 + abX l + (b 2 - 1)X2 
~ abX1 + (b 2-1)X2' 

[Y 3,X2]t = tAtl(aX 3 +X I ) 

= tAt l (aY 3 -abX2 - (a 2 -1)X1) 

= taY 3 - abX 2 + (1 - a2)X I 

~ (1- a2)X1 - abX2. 

Hence it is clear that ad""Y 3 acts on L{X l'X2} as a 
linear operator whose determinant is 1 - (a 2 + b2 ) 

and whose characteristic polynomial has roots ± (a 2 + 
b2 - 1)112. In case a2 + b2 = 1, the operator is 
easily seen to have rank 1, so the derived algebra is 
one-dimensional, and to have roots ± 0, so that ad""Y 3 

is nilpotent, and hence we have C 2' the Heisenberg 
algebra. Hence we have: 

If a2 + b2 = 1, then C Soo = C2. 

If a 2 + b 2 > 1, then the roots are real and of equal 
magnitude so that C Soo = C 4 (- 1). 

If a 2 + b 2 < 1, then the roots are pure imaginary so 
that C Soo = C 6 (0). This completes the analysis for 
the one-dimensional subalgebras. 

Of all the two-dimensional subspaces of the form 
sp{X2, ax 1 + bX 3} (Le., those containing X 2)' only 
two are algebras, namely the following: W± = L{X 2' 

Xl ± X 3 = Y:t,}. These can be treated simultaneously 
by consistently taking the upper (for W+) or the lower 
(for W _) sign in the following analysis: 

W± = L{X2,X I ±X3 = Y±}, 

At:Y±~ Y±;X2~X2;X3~ tx 3, 

[X3,Y±lt = tAt 1(-X 2) 

=-tx2~0, 

[X 2, Y±lt = At1 (- X3 ± (-X 1» 

=A't1 ('fY±)='f Y±~'fY±, 

[X 2,X31t = tAt I (-Xl) 

= tAt l (±X3 - Y±) 

= ± X 3 - tY ± ~ ± X 3· 

Hence we see (by setting X~ = Y -\:, X 2 = X 3' and 
X3 = 'f X 2) that (Cs).:± = C4 (- 1). 

The remaining (Le., those not containing X 2 ) two
dimensional subspaces are of the form sp{ax 2 + X 3 = 
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Y 3'X 1 + bX 2 = r I}' It is easily checked that such 
subspaces are subalgebras iff a = ± (1 + b 2) 1/2. Thus 
we have, by letting c == (1 + b2)1I2, the following two 
infinite classes of subalgebras: 

Wift = L{xl + bX2 = Y 1,X3 + cX 2 == Y 3}, 

At:Yl~ Yl;X2~ tx2;Y3~ Y3, 

[Y 1,X 2 ]t == tAt l (X3) 

= tAt l (Y 3 - cX 2 ) 

=tY3-cX2~-cX2' 

[Y lJ Y 3]t =Atl(X2+cX3-bXl) 

==A't 1 (cY 3 -bY 1) 

== cY 3 - bY 1 ~ cY 3 - bY l' 

[X 2 ,Y 3]t = tAt 1 (-X 1) 

== tA t 1 (bX 2 - Y 1 ) 

== bX 2 - tY 1 ~ bX 2' 

By lettingX~ = cX 3 + X 2 - bX 1 :::: cY 3 - bY l' X 2:::: 
X 2 , andX3 = c-1X 1 + bc- 1X 2 = c- 1 Y l' we can see 
that C Soo = C4 (- 1). 

Wb- = L{X 1 + bX2 = Y1'X 3 -cX 2 = yJ, 
At:Y1~ Yl;X2~ tx2;Y3~ Y 3 ' 

[Y 1,X2lt :::: tAt l (X3) 

:::: tAtl (Y 3 + cX 2 ) 

:::: tY 3 + cX2~ cX2, 

[Y 1 ,Y3 ]t =A71(X2-CX3-bXl) 

=A7 1 (-bY l -cY 3 ) 

= - bY 1 - cY 3 ~ - b 1Y 1 - cY 3' 

[X 2 ,Y3 ]t:::: tAtl(-X l ) 

=tA7l (bX 2 -Y l ) 

:::: bX2 - tY 1 ~ bX2 • 

1 W. T. Sharp, "Racah Algebras and the Contraction of Groups," 
CRT-935, AEeL-1098, 1960. 

2 E.lnonu and E. P. Wigner, Proc.Natl.Acad. Sci. (U .S.) 39,510 
(1953). 

3 E.lnonu and E. P. Wigner, Proc. Natl. Acad. Sci. (U .S.) 40, 

FIG.l. All Inonu-Wigner contractions of all the real Lie 
algebras of dimension 3. 

By letting Xi =:: cX 3 -X2 + bX 1 :::: cY 3 + bY l' X 2:::: 
X 2 ,andX3 = - c-1X 1 - bC- 1 X 2 = - c- l Y 1> we can 
see that C 800 == C4 (- 1). 

This concludes the complete analysis of the IWC's 
for the real Lie algebras with n ~ 3. For facility in 
use and understanding of this material we have con
structed the following chart for the n = 3 case. Re
calling that n~ :2 n', the progress is never upward in 
this chart and where n~ = n' we have indicated the 
direction of the IWC by an arrow. The possible dimen
sions n w of W by which it is possible to obtain each 
result is indicated along the line representing the 
IWC. 
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A transform procedure is applied to the integral form of the Boltzmann transport equation to obtain the particle 
density in a spherically symmetric medium surrounding a central black absorber. The singular eigenfunction 
expansion technique is applied to provide a general solution, and boundary conditions are derived for the gene
ral equation for arbitrary multiplication and source distributions. Specific applications to the spherical Milne 
problem and a uniform source distribution are presented to demonstrate the application of the general transform 
technique. 

1. INTRODUCTION 

The analysis of the particle density in a spherical 
medium containing a central black absorber is rele
vant to several practical problems, e.g., preliminary 
estimates for resonance escape probabilities in sys-

tems where fuel lumps are dispersed in a moderating 
medium, unit-cell flux analysis for coated spherical 
fuel pellets, shielding calculations for annular sources 
of gamma radiation, and the analysis of fuel elements 
with included burnable poisons in pellet form. 
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For planar geometries, the method of singular eigen
function expansion developed by Case l has proven 
quite successful in providing expressions for the par
ticle density in terms of a set of expansion coeffi
cients of the normal modes of the separable integro
differential transport equation for a variety of prob
lems. For all but very idealized problems, however, 
the expansion coefficients are solutions to Fredholm 
integral equations. The advantage of the method lies 
in the insight gathered from the mathematical struc
ture of the solution, the practical information derived 
from various approximations, and rapidly converging 
numerical techniques developed by several authors 
including Mitsis2 , Mendelson3 , and Bond4 • 

The straightforward extension of Case's method to 
nonplanar geometries has been attempted by several 
investigators with little success. Bareiss and Abu
Shumays5 have presented solutions to the separable 
Boltzmann equation; Mitsis2 and Davison 6, 7 have given 
the normal modes to a nonseparable form in spheri
cal and cylindrical geometries with the appropriate 
symmetry conditions. These normal modes have 
proven useful for a specific application by Erdmann 
and Siewert8 , where they were able to deduce the 
expansion coefficients by an intuitive approach. How
ever, no method has been developed by which the ex
pansion coefficients may be determined in general. 

The most promising method of mathematically analyz
ing nonplanar problems has been the development of 
suitable transforms which reduce the integral equa
tion to a new integro-differential equation amenable to 
solution by the Singular eigenfunction expansion 
method. Leonard and Mullikan9 were the first to sug
gest this idea in an application involving neutron trans
port. However, the utility of the concept was demon
strated by Mitsis2 in solutions to single region criti
cal problems in spherical and cylindrical geometries. 
The mathematical sophistication of the method was 
finalized by Gibbs lO in a general formulation of the 
transform method for arbitrary homogeneous, convex 
bodies. 

The purpose of this paper is to extend the work of 
Mitsis and Gibbs to include a nonhomogeneous medium 
consisting of a moderator surrounding a central black 
absorber. The development of the transform proce
dure is presented in Sec. 2. The application of the 
method to a homogeneous problem, i.e., the classic 
spherical Milne problem in Sec. 3, and a solution to the 
nonhomogeneous problem of a uniform source dis
tribution are presented in Sec. 4. 

2. TRANSFORM TECHNIQUE 

We consider a moderating medium surrounding a cen
tral "black" (infinite absorption) cavity. Under the 
assumptions of isotropic scattering and sources and a 
uniform, homogeneous medium, the mono-energetic 
particle density satisfies the equation 11 

n(r) = Iv [cn(r') + S(r'»)K(lr' - rl)dV, rEV, (2.1) 

where n(r) is the particle density at position vector r, 
c is the mean number of secondaries per collision, 
S(r) is the volumetric source distribution, V is the 
domain of the moderating medium, r is measured in 
number of mean free paths, and 

(2.2) 
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Under the assumptions of symmetry, Eq. (2.1) reduces 
to 

(1 ds Joo 
rn(r)::::: I. - dr' r' ~ [cn(r') + S(r')] 

. 0 S a 

[ (-Ir - rll) (-(r 2 - a2 )1/2 
X exp - exp 

S S 

+ (r'2 -s a
2

)l/2)J. (2.3) 

The straightforward application of the transform 
techniques employed by Mitsis2 or Gibbs 9 is not pos
Sible, since the exponentials in the kernel are not 
compatible, in the sense they are not annihilated by 
the same differential operator, or from the Gibbs 
approach, the limits on the domain of definition V, 
Eq. (2.1), are a function of the variables of the null 
operator. 

Familiarity with the linear exponential part of the 
kernel leads to an examination of the integral 

11 ds JOO 1 
I::::: 0 S a dr' 2 [cn(r') + S(r')Jr' 

X exp (-(r 2 -sa2)l/2 + (r'2 - :2)1/2) (2.4) 

in, an attempt to convert I to a form which will be 
compatible with the integrals over the first part of 
the kernel. To accomplish this we make use of the 
identity 12 

exp (:-(r
2 

- a
2

)1/2) = fS dv exp(:-r) G(v, s), (2.5) 
s 0 v2 v 

where 
I l «a/vs).Js2 - v 2 ) 

G(v, s)::::: v 2 (j(v - s)+ av (2.6) 
.Js 2 - v2 

and 11 ex) is the modified Bessel function of the first 
kind. We substitute Eq. (2. 5) in Eq. (2. 4), interchange 
the order of integration over s and v, and write Eq. 
(2.4) as 

rn(r) = t dJ.f.[!. r dr' r' i[cn(r') + S(r')J e-(-r-r')I/l 
o !.f. a 

- e-r/I' t ~ G(J.f., s) Joo dr' r' Hcn(r') + S(r')] 
/-12 /l S a 

(
-(r'2 - a2)l/2) 1 Joo 

X exp + - dr'r' 
s J.f. r 

x ~ (cn(r') + S(r'» e-(r'-r)IIl]. (2.7) 

We now have a choice of transform methods: a first 
order or a second-order differential operator may be 
applied to suitable definitions of the transform func
tion derived from Eq. (2. 7). The author has followed 
both procedures, and equivalent results are obtained. 
We choose to present the former method for reasons 
of clarity and familiarity with plane geometry particle 
transport analysis. 

We define the transform functions 

tJ;(r /-I)::::: ~ r dr' r' ~ [cn(r') + S(r')] e-(r-r' )/1' , J.f. a 

e- rlll Jl d s J'OO - -- - G(f.l, s) dr' r' ~ [cn(r') + S(r')) 
/-12 /l S a 

(
- (r'2 - a 2)1/2) 

X exp s ' /-I E (0,1), (2. 8) 
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and 

!J;{r,-IJ.) = ~ f dr' r' t [cn{r') + S(r')]e-(r,-r)!jJ, 

IJ. E (O, 1). (2.9) 

Equation (2.7) becomes 

1 
rn(r) = 1-1 !J;(r,ll)dll, (2.10) 

which, if the appropriate expression for !J;(r, IJ.) can be 
found, provides the inversion transform for the par
ticle density. The definitions in Eqs. (2. 8) and (2.9) 
were selected so that the transform function !J;(r, IJ.) 
would be annihilated by the operator (for the homo
geneous case) 

o = G o~ + 1 - ~ tl dlJ.] . (2.11) 

Indeed, upon differentiating Eqs. (2. 8) and (2.9) we 
find 

o r 
IJ. or !J;(r,/.L) + !J;(r,ll) = '2 [cn(r) + S(r)] 

_ c Jl "S(r)r 
-'2 -1 !J;(r,ll)dll +-2-' (2.12) 

We recognize Eq. (2.12) as the inhomogeneous equa
tion encountered in plane geometry transport. The 
normal modes to the homogeneous equation are well 
known, the appropriate completeness properties1 have 
been demonstrated, and orthogonality relationships13 
have been derived. In summary, 

(2.13) 

there are two discrete eigenvalues ±vo, satisfying the 
dispersion relation 

(2.14) 

and a set of continuum modes for v on the real inter
val [-1, 1), 

¢(v,ll) = c
2
v ~ + >..(v) 6(v -11), IlE [-1, 1], (2.15) 

V-IJ. 
and 

A(V) == 1 - cv tanh- 1(v). (2.16) 

Here P denotes that integrals over these functions are 
to be considered in the Cauchy principal value sense 
and 6(x) is the Dirac delta function. The orthogonality 
relationships may be written as 

1 fa dll W(Il) ¢(v, 11) ¢(v',Il) = W(v) N(v) 6(v- V'), (2.17) 

where for 11 E [-1, 1]: 

a == -1, 

N(v) = ±- v~ ---- , c [c 1 ] 
2 va - 1 vIS 

N(v) = [A2{V) + (C~7T)2J ' V E [-1,1]; 

for J.l E [0,1]: 

a = 0, 

W(fl) = (vo - J.l) Y(fl), 

y(J.l) = cll 
2 X (-fl) (va - fl2) 

X (z) = expL £ t dll (1 + ~\ In(J.l- z)l L 2 ° N{fl) 1 - fli) J 
W(v}N(v) = _(C~O)2 X(vo), v = vo, 

W(v)N(v) = (vo - v)y(v) [A2(V) + C~/I)2J, v E [0,1]. 

A useful technique in finding a particular solution to 
Eq. (2. 12) is given in Appendix A. There it is shown 
that a particular solution I/lp{J.l) is given by 

!J;p(X,Il} = J dv [1/N(v)]¢(V,fl}¢p{X,fl), (2.18) 

where ¢p(X, IJ.) satisfies 

o¢p(x,ll) ) 
IJ. a + ¢p(x,lJ.) = S(x . x 

(2.19) 

(We have used the integral notation in the above equa
tion symbolically to represent both discrete eigen
functions and the entire continuum set, v E (-1,1].) 

The final step in the transformation process is to 
provide boundary conditions to which the solutions of 
Eq. (2. 12) must be subject. This procedure can be 
shown to be equivalent to that used by Gibbs to deter
mine his expansion coefficients, although his method 
might be considered more fundamental since he in
sures the derived form of his transform function is 
consistent with the defined form. The boundary con
dition approach appears more simple for this prob
lem, however. From Eqs. (2. 8) and (2.9), 

BC: (i) !J;(OO, - IJ.) = 0, IJ. E [0,1), (2.20) 

- e-al)J. Jl ds roo 
(ii) !J;(a, IJ.) = -- - G(IJ., s) J~ dr'r' 

112 II S a 

(
-(r'2 - a 2)1/2) 

X t [cn(r') + S(r')] . exp s ' 

IJ. E [0,1]. (2.21) 

The general procedure to be followed is then to obtain 
a particular solution [Eq. (2. 18)] for the problem of 
interest and use sufficient homogeneous solutions to 
insure the conditions necessary for completeness1 in 
trying to meet the boundry conditions are met. Having 
determined !J;(r, J.l), we can obtain the particle density 
from Eq. (2. 10). 

We note that unlike the homogeneous media problems 
BC (ii) contains the particle density. This leads to 
Fredholm integral equations for the expansion coef
ficients. However, considerable mathematical insight 
can be gained from the form of the solution derived 
by this method, certain approximations yield valuable 
asymptotic results, and the numerical convergence, 
either a Neumann series method or a discrete ordi
nates approach, is expected to be rapid. In the follow
ing sections we demonstrate the application of the 
method to several problems of practical interest. 

3. SPHERICAL MILNE PROBLEM 

A. Transform Solution 

We seek the particle density in an infinite, purely 
moderating medium (c = 1) containing a central black 
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absorber of radius "a". This example was selected 
because of its classical nature and for its practical 
applications for determining the effect of curvature 
on the extrapolation distance, a necessary parameter 
used extensively in reactor physics. The classical 
assumption that c = 1 is not a necessary condition, 
and the methods employed apply directly for any c < 1 
case. 

As in the planar Milne problem, the discrete eigen
functions become degenerate since Vo ~ ± 00 as c ~ 1; 
the discrete modes then merge into a common value, 
~. To meet the boundary conditions requires the addi
tion of the solution 

The general solution to Eq. (2.12) is then written 

A+ A 1.1 
tJI(r'''')=T+ 2-(r-p.) + dv¢(v,p.)e-"/IJA(v), 

o (3.1) 
where 

A(- v) = 0, V E: [0, 11, 

following the traditional "source condition" of allow
ing the particle denSity to diverge, but diverging more 
slowly than e"/r as r -700. 

The application of Be (ii) leads to the equation from 
which the expansion coefficients may be determined: 

A+ A_ 11 ""2 + "'2 (a - Il) + 0 dv A(v) e-al,,¢(v, Il) . 
e-a//l Jl ds roo = - -' - - C(/J., s) J dr' r'n(r') 
2p.2 /l S a 

(
-(r,2 _ ( 2)1/2) 

X exp S • (3.2) 

We observe that we are expanding a function which 
contains the unknown density n(r). The general pro
cedure to be followed, when the transformation leads 
to cases such as this, is to use the inversion integral 
to obtain the form of the density. This result is used 
to provide an integral equation from which the coef
ficients may be determined. 

Thus we utilize Eqs. (3.1) and (2.10) to write the den
sity as 

rn(r) =A+ +A] + j~ldvA(v)e-(,,-a)/"dv, (3.3) 

where the A(v) above is equal to e-al" times the A(v) 
in Eq. (3. 2). The substitution of Eq. (3. 3) into Eq. 
(3.2) leads to a valid half-range (Il E: [0, 1]) expansion 
and is now the equation from which the coefficients 
may be determined. Due to the involved nature of the 
integrals encountered, we reserve the details for 
Appendix B. After these simplifications, Eq. (3. 2) 
becomes 

A+ A_ 11 "'"2 + 2 (a - fJ.) + 0 dv¢(v, fJ.)A(v) 
1 

= - E(fJ.) + J dvA(v)K(fJ., v), 
o 
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(3.4) 

(3.5) 

and 
e-a/JJ Jl ds 1s dt 

K(Il, v) = - -C(p., s) -
",2 /l sOt 

X e-alt ¢(- v, t) C(t, s). (3.6) 

The form of Eq. (3. 6) is comparable to that obtained 
by Sahni14 using a different technique. Applying the 
operator 

1 10 dp. y(p.), 

we obtain 

A+ A_ 11 1 
"'2 + "'2 (a - Z 0) = 0 d v' A( v') 10 dp. y(p.) K(p., v') 

1 -10 dp. y(p.)B(p.), (3.7) 

where Zo is the well-known planar Milne extrapola
tion distance. Similarly, applying the operator 

1 
10 dp. y(p.) ¢(v', p.), v' E: [0, 1], 

yields 

A v + + N(v) y(v)A(v) 

= f dv' A(v') f dp. y(",) ¢(v, ",)K(p., lJ') (3.8) 

- t dp. y(p.) ¢(v, p.)B(p.). o 
The problem has now been reduced to solving Eqs . 
(3.7) and (3.8) for the expansion coefficients,A_ and 
A(lJ). (Since the equations are homogeneous in A+ we 
arbitrarily normalize this constant to -1.) We may 
now solve for A_ in terms of A( lJ) in Eq. (3. 7) and 
substitute this result in Eq. (3. 8). This procedure 
leads to an inhomogeneous Fredholm integral equation 
for A(v). Although the analytical representations of 
the kernel and the inhomogeneous term are compli
cated, all functions contained therein are tabulated 
and thus present no special problems for the appli
cation of computer methods. We do not pursue the 
numerical solution for the coefficients in this analy
sis. However, in previous cases in which Fredholm 
equations of this type were encountered, rapid con
vergence of the Newmann-type series was found to 
be the case. 

B. Analysis of Results 

In this section we examine the results in several 
limiting cases of the black sphere radius and com
pare the form of the solution with previous work. 

Having provided a method whereby the coefficients 
can be determined to a required accuracy, we write 
the denSity as 

1 }'1 e-( r-a) I" 
n(r) = A - - + dv A(v) • - r 0 r (3.9) 

This form may also be derived using the eigenfunc
tions developed by Davison 7 for the homogeneous 
integro-differential equation for the angular density. 
It is also the form used by Sahnj14 in his analysis. 
Also, as "r" becomes much greater than Ha", the con
tinuum becomes negligible compared to the discrete 
term. Thus the density becomes nn(r) = A_ - (Ilr), 
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which can be derived from the diffusion equation for 
no absorption. Thus, asymptotically our solution is 
of the correct form. The extrapolation distance A may 
be defined in the usual manner. 

A = nD(r)/d~;r) /FaJI:' 
where 1'In(r) is the discrete part of the density. Physi
cally, this states that the asymptotic density extra
polates to zero at r = a-A. Using the results of 
Eq. (2. 9), we obtain 

(3.10) 

In the limit as a -) co the black sphere begins to look 
like a plane to incident particles and we would expect 
A to approach zO' the extrapolation distance for plane 
geometry. To show this we begin with Eq. (3. 7). From 
Eqs. (3.5) (3.6), B(IJ.) and K(IJ., v) are obviously of ex
ponential order for large "a" and hence approach zero 
in the limit. Equation (3.7) reduces to - ~ + ~A_ 
(a - zo) = 0 or A_ = l/(a - zo). 

The extrapolation distance thus becomes 

i\ = [a 2/(a - zo» - a = azo/(a - zo), (3.11) 

which does indeed approach Zo as "a" increases with
out bound. 

Another interesting approximation which can be ex
amined analytically is the nonphysical result for i\ as 
a -) O. ClaSSically, this result should result in a value 
of ~ for A, although physically this problem for a = 0 
would not be well posed, since there would be no sink 
for the particle density produced by the source. 

Using series expansions for the transcendental func
tions in Eqs. (2. 5) and (2.6), we can show that as 
a --'> 0; 

K(IJ., v) -) - cp(- v, /-l), 
and 

B(/-l) -) ~- 0 -a + 2::) - i. 

Equation (3.4) in the limit thus becomes 

1 A 11 
- "2 + 2- (a - IJ.) + 0 dv A(v) cp(v, IJ.) 

+ ~ t dv A(v) _+v 
o v /J. 

= A2- (a -IJ. + ::J + ~. 

(3.12) 

(3.13) 

(3.14) 

We have arrived at a half-range expansion which 
would result in an integral equation for A(v), which 
certainly presents a formidable task if an exact re
sult is to be obtained. However, we note that by defin
ing A(v) = A(- v) we can write Eq. (3.14) as 

1 
1 - .L dv A(v) cp(v, IJ.) = A_ a2 /4/-l2 • (3.15) 

It is trivial to show the above is a valid full-range 
expansion for even functions of IJ. and c = 1; thus full
range orthogonality is applicable. We operate with 

1 1 dJl Jl2 and make use of the fact that 
-1 

(3.16) 

to obtain ~ = A_ ia2 2 or 

A_ = 4/3a2 • (3.17) 

The extrapolation distance using this result is 

i\ = (4/3a 2 )a 2 - a -)~ (3.18) 
as 

a -) O. 

4. THE INHOMOGENEOUS EQUATION 

We consider an example of a uniform volumetric 
source distribution in the moderating medium (c < 1) 
because of its practical application in cell theory in 
reactor physics and to demonstrate the use of the 
particular solution derived in Sec. 2. We assume an 
infinite medium for reasons of simplicity. This res
triction is easily removed by applying directly the 
techniques used in finite slab geometry neutron trans
port when finding solutions for the transform function 
1j;(r, J.l). Following the procedure developed in Sec. 2, 
the transform equation for a uniform source of 
strength Sv(#/cm 3 - sec) is 

ol/J C 1 Sv 
/-l or (r, I-l) + tf;(r, I-l) ="2.L l/J(r, 1l')dlJ.' + 2"r, (4.1) 

with boundary conditions 

(i) rn(r) diverge no faster than r at infinity 

e-all' J1 ds ["0 
(ii) l/J(a, fJ) = - - G(IJ, s) - J_ dr'r' 

1J2 I' S a 

1 (-(r'2 - a2)1/2) 
"2 [cn(r') + Sv]' exp s . 

The particular solution is given by 

l/Jp(r, IJ.) = J N~~) v cpp(r, V)cp(lI, I.J.), 

where 

cpp(r, I-l) = ~S",<r - I-l) 

is the solution of 

(4.2) 

Again the integral in Eq. (4. 2) is used symbolically 
to denote the full set of normal modes. 

We can simplify Eq. (4. 2) by noting the following 
expansions, 

1 J dll 
1 - c = N( II) vcp( II, /-l), 

/-l J dll 2 ( ) 1 - c = N( II) v cp v, IJ. , 

(4.3) 

(4.4) 

are applicable, reducing the particular solution to 

(4.5) 

We now write the general solution as 
1 

tf;(r,l-l) = A+ e-r1vocp(vo, I-l) + 1 dv A(II) e-(r-a}!vcp(v, IJ.) 
o 

+ ~Sv(r - J.I.)/(l - e), (4.6) 
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with 
1 

rn(r) = A+ e-r/yo + 1a dll A(II) e- (r-a)/Y</J(II, IJ) 

+ Sj(l - C). (4.7) 

The application of BC(ii) yields the following valid 
half-range expansion, 

A+e-alwO</J(vo,lJ) + tdIlA(v)</J(II,f.L) 
o 

=-B(IJ) + tdIlA(II)K(IJ,II), (4.8) o 
where 

-a/v 1 S v(3 - C) e-a/I' 
B(f.L) = A+ e 0 K(J.L, vo) + 2"S uta - f.L) +- -- --

2 1 - C 1J2 

~ a Jl I1«a/f.Ls ),js2 -1J2 ») 
x f.L + - ds s • (4.9) 

f.L I' .Js2 - J.L2 

The similarity with the results of the Milne problem, 
Eq. (3. 4), are to be noted. Again, the form of the solu
tion is amenable to approximation, and numerical 
techniques are applicable following the application of 
the orthogonality operators. Other source problems 
of interest, e.g., the Green's function and the l/r 
source found frequently in astrophysics, follow with 
similar ease, requiring only a knowledge of planar 
particle transport techniques to solve the transform 
equation. The extension to finite media and critical 
problems (c> 1) follows with only slight modification 
of the results presented herein. 

In summary, the transform procedure developed in 
this paper extended the work of Mitsis and Gibbs to 
include a nonhomogeneous media with distributed 
sources. The results, as in most present-day trans
port theory analyses, appear as solutions to a set of 
coupled Fredholm integral equations for the expan
sion coefficients of a set of "normal modes." These 
equations lend themselves to various approximations 
which provide considerable mathematical insight into 
the nature of the particle density, and, hopefully, to 
rapid numerical solution. In general, the transform 
technique provides a framework wherein a large class 
of particular problems may be solved in a straight
forward manner. 
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APPENDIX Ie PARTICULAR SOLUTION 

We verify here the procedure leading to the particu
lar solution; Eqs. (2.18) and (2.19) satisfy 

IJ a~ 1/Ip(r, p.) + 1/Ip(r, IJ) - ~ i~ 1/Ip(r, 1J')dlJ' ='S(r'). (AI) 

We insert Eq. (2. 18) into the rhs of Eq. (AI) to give 

1 K.M.Case,Ann.Phys.(N.Y.) 9,1 (1960). 
2 G. J. Mitsis, "Transport Solutions to the Monoenergetic Critical 

Problems," Report No.ANL-67B7, Argonne National Laboratory, 
Argonne, Illinois, 1963. 
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J 
dll a</Jp(r,lI) dv 

IJ N(II) </J(v, f.L) ar + J N(v} ¢(v, J.L)¢p(r, 1J) 

+ J N(~) ¢p(r, v) (-~ L~ ¢(IJ,J.L')dlJ') = rhs. (A2) 

Equation (2.19) is now used in the first term of Eq. 
(A2), yielding 

IJ J M~) </J( v, f.L) S~) + J N(~) </J)X, v)<fJ(IJ, /-I) (1 ~ ~) 
-~ tl ¢(II, /-I')dJ.L' = rhs. (A3) 

The integrals in the first term can be shown formally, 
or more rigorously by a complex contour integrals, 
to be 

(A4) 

while the expression in wavy brackets in the second 
term is zero because of the properties of the eigen
functions ¢(v, J.L). 

Thus, rhs == S(r) == Ihs. 

APPENDlX B: FREDHOLM KERNEL DERIVATION 

We wish to simplify integrals of the form 

e-alil Jl ds JR C 1= - -- - G(J.L, s) dr' r~ -2n(r') 
f.L2 11 S a 

{-(r'2 _ a2)1/2) 
X exp , S • (Bl) 

We use the identity given in Eq. (2. 5) to obtain 

e-alil Jl ds JR C 1= - -- - G(IJ, s) dr' r' - n(r') 
1J2 11 S a 2 

X r
S 

dt e-rt!tG(t s). 
Jo t2 ' 

(B2) 

Upon interchanging the order of integration, assuming 
a form of n(r'), r' n(r') == e-r'/v, and using Eq. (2.15)", 
we may perform the integration over r' to yield 

e-a/jJ f l dS rSdt 
1= - -2- " - G(/J, s) Jo T G(t, s)¢(- v, t) 

/J ,.. s 

x~exp[-a(f-i)J- exp[-R(i-i)J~· (B3) 

The definition of K(/J, v) follows straightforwardly on 
letting R ~ a:J. For the special case of an infinite 
medium the useful integraPS, 

{"dr' exp[-(r'Z - aZ)l/Z/s] 
a 

= (a7T/2) [Hl(a/s) - y l(a/s) - 2/7TJ (B4) 

may be used to reduce K(/J., co) to a more tractable 
form, 

K(/J, co) = ae-allllH (~)- y (~)-! + a t ds 
47T J.l 1 J.l 1 J.l 7T ~ S 

X I1«a//Js)..js2 - ",2) . [H (~)_ Y (~)_:] t . 
.,fs2 _ ",2 1 sIs 7T \ (B5) 

3 M. R. Mendelson, "Solutions of the One-Speed Neutron Transport 
Equation in Plane Geometry," Ph.D. thesis (unpublished) (Uni
versity of Michigan, 1964). 
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Decomposition of the Principal Series of Unitary Irreducible Representations of SU(2, 2) 
Restricted to the Subgroup SUO, 1) ® SU(2)* 

Donald D. Cobbtt and Edward R. McCliment 
Deparlmenl of Physics and Aslronomy, TI/( Unil'ersity of Iowa, 10/1'(/ City,loll'a 52240 

(Received 24 May 1971) 

An explicit form is given for the unitary irreducible representations of the principal nondegenerate series of 
the group SU(2:2). These representations are then restricted to the subgroup SU(l, 1) 0 SU(2) and are found to 
be equivalent to the regular representation of SU(l,I) <8> '<'U(2). 

1. INTRODUCTION 

The examination of the assumption that the relativis
tic scattering operator is a scalar under the trans
formations which comprise the Poincare group has 
given new insights into possible phenomenological 
descriptions of high energy scattering processes. It 
enables the expansion of the scattering amplitude in 
unitary representation functions, or D functions, of its 
little groups provided that the amplitude is a square 
integrable function over the appropriate little group 
manifold. In this manner one obtains a generalization 
of the usual partial wave analysis from Poincare 
symmetry of the scattering amplitude.1 Toller et ai. 
have demonstrated that such an expansion in the 
crossed channel provides a natural framework for 
the Regge pole model of high energy scattering pheno
menology.2-4 

The strong forces between hadrons satisfy so- called 
internal symmetries in addition to the Poincare 
space-time symmetry. In particular, the charge 
inqependence of these strong forces is believed to be 
an exact symmetry expressed by the invariance of 
the scattering operator under the rotations of the iso
topic spin group. We propose that a possible way that 
remnants of broken symmetries which combine Poin
care and internal symmetries are retained by the 
amplitude is that it continues to have an expansion in 
unitary representation functions of the little groups 
of the primordial symmetry group. In this work we 
shall attempt to find the remnants of a symmetry 
which combines the internal isotopic spin symmetry 
with Poincare symmetry; In accordance with the 
above hypothesis, we shall assume that the scattering 
amplitude can be expanded in representation func
tions of a new "little group" which we take to be 
SU(2, 2). 

SU(2, 2) is a semisimple, 15 -parameter Lie group. 
The unitary irreducible representations of SU(2, 2) 
are labeled by the eigenvalues of three Casimir 
operators. 5 - 7 SU(2, 2) contains the direct product 
subgroup SU(1, 1) ® SU(2). We obtain a Regge-like 
expansion with correlated isotopic spin by interpre-

ting SU(1, 1) to be the fixed-t Poincare little group 
and SU(2) to be the isotopiC spin group. Thus the 
transformations in SU(t, 1) ® SU(2) are physical 
space-time and internal symmetry transformations. 
By restricting the SU(2, 2) transformations to include 
only those in the SU(1, 1) ® SU(2) subgroup, an irre
ducible representation of SU(2, 2) becomes equivalent 
to a reducible representation of SU(1, 1) ® SU(2). The 
physical Significance of assuming the SU(2, 2) expan
sion of the amplitude is found by decomposition of the 
representations of SU(2, 2) into irreducible represen
tations of its subgroup SU{1, 1) ® SU(2). In this work 
we shall consider the decomposition of the principal 
nondegenerate series of representations of SU{2, 2). 
The representations of the principal nondegenerate 
series are labeled [x l' X 2' M], where X 1 and X2 are 
real and M is integer or half-integer. Mackey's sub
group theorem provides a means of decomposing the 
representations of the group G into representations 
of its subgroups provided the representations of G 
can be written as induced representations. 8 ,9 In Sec. 
2, the elements of SU(2, 2) are parametrized in a 
manner suitable for inducing the principal nondegene
rate series [Xl' X2,M). In Sec. 3, we state Mackey's 
theorem and carry out the decomposition of the prin
cipal nondegenerate series into irreducible represen
tations of SU(1, 1) ® SU(2). 

2. THE INDUCING SUBGROUP OF SU(2, 2) AND ITS 
RIGHT COSETS 

The transformation g E SU(2, 2) can be represented 
by 4 x 4 comlJlex matrices which satisfy: 

(a) unimodular, II gil = t 
(b) pseudo-unitary, gt (I 0) g = (I 0), (2.1) 

0-1 0-1 

where 1 is the 2 x 2 unit matrix. The Iwasawa de
composition of a noncompact Lie group G is given by 

G =NAK, (2.2) 

where N is a nilpotent subgroup,A is an Abelian sub-

J. Math. Phys., Vol. 13, No.2, February 1972 



                                                                                                                                    

TRANSPORT IN INHOMOGENEOUS SPHERES 209 

4 G. R. Bond, "The Computational Merits of the Singular Eigenfunc
tion Expansion Method," M.S. thesis (North Carolina State Uni
versity,1968). 

5 E. H. Bareiss and I.K. Abu-Shumays, "On the Structure of the Iso
tropic Transport Operator in Three Independent Space Variables," 
Report No. ANL-7328, Argonne National Laboratory, Argonne. 
Illinois, 1967. 

6 B. Davison, Proc. Phys. Soc. (London) 64,881 (1951). 
7 B. Davison, "Angular Distribution Due to an Isotropic Point Source 

and Spherically Symmetric Eigensolutions of the Transport Equa
tion," Report No. MT-1l2, National Research Council of Canada, 
Chalk River, Ontario, 1945. 

8 R. C. Erdmann and C. E. Siewert, J. Math. Phys. 9,81 (1968). 

9 A. Leonard and T. W. Mullikan, Proe. Nat!. Acad. Sci. (U.S.) 52,683 
(1964). 

10 Alan G. Gibbs, J. Math. Phys.l0, 5, 875 (1969). 
11 B. Davison and J. R. Sykes, Nelliroll Trllllsporl Theory (Oxford 

U.P., London, 1958). 
12 1. M. Ryzhik and 1. S. Gradstein, Tallies or Series, Prud/{cls lImi 

IIIIC/,rais (Springer-Verlag, Berlin,1957). 
13 1. Kuscer cI al .. Ann. Phys. (N.Y.) 30,411 (1964). 
14 D: C. Sahni,J. Nucl. Energy 20,915 (1966). 
15 M. Abramowitz and 1. A. Stegun, HaudIJoo/1 of MalhC'lllalical Flll/c

liollS, Applied Mathematics Series 55 (National Bureau of Stan
dards, Department of Commerce, Washington, D.C., 1964), Eq. 
12.1. 8. 

Decomposition of the Principal Series of Unitary Irreducible Representations of SU(2, 2) 
Restricted to the Subgroup SUO, 1) ® SU(2)* 

Donald D. Cobbtt and Edward R. McCliment 
Deparlmenl of Physics and Aslronomy, TI/( Unil'ersity of Iowa, 10/1'(/ City,loll'a 52240 

(Received 24 May 1971) 

An explicit form is given for the unitary irreducible representations of the principal nondegenerate series of 
the group SU(2:2). These representations are then restricted to the subgroup SU(l, 1) 0 SU(2) and are found to 
be equivalent to the regular representation of SU(l,I) <8> '<'U(2). 

1. INTRODUCTION 

The examination of the assumption that the relativis
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given new insights into possible phenomenological 
descriptions of high energy scattering processes. It 
enables the expansion of the scattering amplitude in 
unitary representation functions, or D functions, of its 
little groups provided that the amplitude is a square 
integrable function over the appropriate little group 
manifold. In this manner one obtains a generalization 
of the usual partial wave analysis from Poincare 
symmetry of the scattering amplitude.1 Toller et ai. 
have demonstrated that such an expansion in the 
crossed channel provides a natural framework for 
the Regge pole model of high energy scattering pheno
menology.2-4 

The strong forces between hadrons satisfy so- called 
internal symmetries in addition to the Poincare 
space-time symmetry. In particular, the charge 
inqependence of these strong forces is believed to be 
an exact symmetry expressed by the invariance of 
the scattering operator under the rotations of the iso
topic spin group. We propose that a possible way that 
remnants of broken symmetries which combine Poin
care and internal symmetries are retained by the 
amplitude is that it continues to have an expansion in 
unitary representation functions of the little groups 
of the primordial symmetry group. In this work we 
shall attempt to find the remnants of a symmetry 
which combines the internal isotopic spin symmetry 
with Poincare symmetry; In accordance with the 
above hypothesis, we shall assume that the scattering 
amplitude can be expanded in representation func
tions of a new "little group" which we take to be 
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sion of the amplitude is found by decomposition of the 
representations of SU(2, 2) into irreducible represen
tations of its subgroup SU{1, 1) ® SU(2). In this work 
we shall consider the decomposition of the principal 
nondegenerate series of representations of SU{2, 2). 
The representations of the principal nondegenerate 
series are labeled [x l' X 2' M], where X 1 and X2 are 
real and M is integer or half-integer. Mackey's sub
group theorem provides a means of decomposing the 
representations of the group G into representations 
of its subgroups provided the representations of G 
can be written as induced representations. 8 ,9 In Sec. 
2, the elements of SU(2, 2) are parametrized in a 
manner suitable for inducing the principal nondegene
rate series [Xl' X2,M). In Sec. 3, we state Mackey's 
theorem and carry out the decomposition of the prin
cipal nondegenerate series into irreducible represen
tations of SU(1, 1) ® SU(2). 

2. THE INDUCING SUBGROUP OF SU(2, 2) AND ITS 
RIGHT COSETS 

The transformation g E SU(2, 2) can be represented 
by 4 x 4 comlJlex matrices which satisfy: 

(a) unimodular, II gil = t 
(b) pseudo-unitary, gt (I 0) g = (I 0), (2.1) 

0-1 0-1 

where 1 is the 2 x 2 unit matrix. The Iwasawa de
composition of a noncompact Lie group G is given by 

G =NAK, (2.2) 

where N is a nilpotent subgroup,A is an Abelian sub-
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group, and K is the maximal compact subgroup.lo We 
shall find it convenient to express the Iwasawa de
composition of SU(2, 2) in a basis in which the matri
ces of A are diagonal. We make the unitary trans
formation 

g---7mtgrn, 

where 

m =12GI ~). 
In this basis Eq. (2.1) becomesll 

g r ( ~ iI i~) g = (~ i/~). 

(2.3) 

gESU(2,2). (2.4) 

Specifically for SU(2, 2),A is a two parameter Abe
lian subgroup, the nilpotent subgroup N has six para
meters, and the maximal compact subgroup K is 
SU(2) i& SU(2) ® U(l) which has eight parameters. In 
the basis of Eq. (2.4) in which A is diagonal, we have 

(

e
a (~t : _ ~ ) 0 ) 

A = 0 e-a ( ~- t : ~ ) (2.5) 

with a and ~ real. The nilpotent subgroup N has the 
form 

(2.6) 

where (3 is a complex number and H(n) is 2 x 2 Her
mitian matrix defined as H(n) = noI + nea with no 
and n real. The compact subgroup K takes the form 

K=(k+ ik_) 
- ik k ' - + where 

(2.7) 

k - .l(u e- i ljl/2 ±u ei 1/i/2 ) 
±-21 2' 

and u 1 ,2 are two independently parametrized 2 x 2 
unitary, unimodular matrices: 

(C~S(eJ2)e~; (Jl;+vi )/2 - sin(Oi /2)e-(Jl;-"i)/2\ 

sm (e; /2)e'(Jlj-vi )f2 COS(Oi /2)e i (JJ;+Vi )/2) , 

i= 1,2. (2.8) 

The matrices of Eqs. (2. 5), (2. 6), and (2.7) were ob
tained by making the Iwasawa decomposition of the 
aSSOCiated Lie algebra which is isomorphic to the 
Dirac algebra, exponentiating, and then making the 
transformation of Eq. (2. 3). 

The inducing subgroup H is defined to be8 

H = NAC(A) , (2.9) 

where C (A) is the centralizer of the maximal com
pact subgroup K with respect to A, Le., the subgroup 
of K which commutes with A. In the SU(2, 2) case, 
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it is simply a phase, 

(2.10) 

Combining Eqs. (2. 5), (2.6), and (2.10) according to 
the definition Eq. (2. 9), we see that H is the set of 
transformations 

H = (eaA H(n)(eaA)-lt) 

o (eaA)-lt' (2.11) 

where O! is real and A is the set of elements of the 
form 12 

(2.12) 

with q and (3 complex numbers. 

Induced representation theory makes use of a right 
coset decompOSition 

SU(2,2) = 'tHgc (2.13) 

with respect to the inducing subgroup H. A set of 
right coset representatives {g e} must be a realiza
tion of the coset manifold SU(2, 2)/H so that each 
point in the manifold corresponds to a representa
tive. The manifold is covered up to sets of coset 
measure zero by two disjoint sets of coset repre
sentatives {g<:)} and {g<,;-)} of the form 

( 

Z(±) 
(±) -

g C - (Z(±»-lt (2.14) 

in which the 2 x 2 matrices H(x) = x I + X"(1 with x o' 
x real.13 The matrices Z(±) are defin~d by 

ZC±) =( 1 0 ) 
z ± 1 

(2.15) 

with z a complex number. The entire set of coset 
representatives {gfJ} is a subgroup of SU{2, 2) but 
the subset {rl-)} cannot be reached continuously from 
the identity by transformations solely within the 
coset representative subgroup.14 The union 'tHm+) 
is not a subgroup so that this coset decomposition is 
not valid if the center of SU{2, 2) is removed.15 

The principal nondegenerate series of representa
tions of SU(2, 2) labeled by lXI' X2,M) are induced on 
the representations of the inducing subgroup H given 
by Eq. (2.11). In general, given a noncompact group 
G with right coset decompOSition G = ~Hg~ with 
respect to its inducing subgroup H, the induced repre
sentations are on a Hilbert space JC{U) of functions 
over the group with the property that 

JC(U) = {t(g) I!(hg) = L(h)f (g) Vh E H ,g E G} (2.16) 

in which L(h) is a representation of the subgroup H. 
Since every g = hgc and h'h = h", it is sufficient to 
consider only functions over the set of coset repre
sentatives {ge}' The unitary induced representations 
UW (g) are given by 
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U[L](g)!(gC) == J K(g,g C)!(g~) 

== .jK(g,gc)L(h')f(g~), 
(2.17) 

where the primed elements refer to those that have 
been obtained from the decomposition of the element 
g' == gcg into a right coset element g' == h 'g~. In par
ticular, SU(2, 2) has the right coset decomposition 
given in Eq. (2.11) and Eq. (2.14). The function 
K(g,gc) is the Jacobian of the transformation of the 
coset measure d)J.(g~o) == K(gc,gQ)dJ.l(gc).16 The 
representations (one-dimensional) of the inducing 
subgroup H are given by 

(2.18) 

for each h E H.17 Xl and X2 are real and M is integer 
or half-integer. The principal nondegenerate series 
is induced on L(h), 

U(XtXzM1!(gC> = (eCl')ixllq'l iX2-2(q'/lq'I)2M!(g~), 
(g (2.19) 

where the primes refer to the decomposition of the 
element g~ == h'g~. The norm on JC(UCXIXzM1)is 

(2. 20) 

with coset measure dJ.l(gc) == d(ReZ)d(ImZ)dx odx1dx2 
dx 3' The coset transfo];mation gcg == h 'g~ is obtained 
by matrix multiplication of elements with the proper 
form. In particular, we must find the parameters Q!' 

and q' of h', the 4-vector (xox') in H(x'), and the com
plex parameter z' in Z' (±) of g~ (±). In terms of the 
corresponding 4 x 4 matrices gchgc(+) = h'g; is 

(i-ItH(x) z_~,)(e:A H(;~;~A;;'t) (ZZ,tH(X) :-It) 
(

eCl'A' H(n,)(e Cl 'A')-li )( Z,(:I:) 0 \ 

== 0 (eCl'A')-li (Z'(±»-liH(x') (Z'(±»-li) , 

(2.21) 
where Z = Z(+) and Z = Z(+). The cases of Z(-), etc., 
follow trivially. Carrying out the matrix multiplica
tion, we obtain sets of 2 x 2 matrix equations which 
are soluble for the primed variables, 

(e Cl ' A 'z' (±»-ltH(x') = Z-lt[I + H (X)H(n) ](euAZ)-ltH(x) 

+ Z-ltH(x)(euAZ) (2.22) 
and 

(eCl'A'Z'(:I:»-lt =Z-lt[I +H(X)H(n)](eClAZ)-lt. (2.23) 

Substitution of Eq. (2. 23) into Eq. (2. 22) gives a 2 x 2 
matrix equation for H(x'), 

H(x') = H(x) + e2Cl(AZ)t[I + H(x)H(n)]-lH(x)(AZ). 
(2.24) 

A solution to the set of equations in Eq. (2. 24) will 
exist if the determinant I:!. (x, n) '" II I + H (x)H (n) \I does 
not vanish.1S 

It is easy to show that the matrix H(y) == [I 
+ H(x)H(n) ]-lH(x) is Hermitian. AZ in Eq. (2.24) is a 
general element of the right cosets of SL(2, C) defined 
by Naimark in Ref. 12, i:e., almost all 2 x 2 complex 
matrices b E SL(2, C), 1\ b II == 1, can be written as 

b = AZ. [If Z = ZH , the transformations contain 
improper SL(2, C) elements b == AZH with II b II = - 1.] 
Then with b '" AZ, Eq. (2. 24) contains the transforma
tion H (y') = b t H (y)b of the Hermitian matrix H (y) . 

It is easy to verify that H(y ') is also Hermitian and 
one can find the equations for y; J.I = 0,1,2,3. The 
SL(2,C) transformations of H(y) leave IIH(y)1I =Y5-
y2 invariant and correspond to Lorentz transforma
tions of the 4-vector y -7 y'. The solution for the 4-
vector x; is given by 

x;==xl' +e2 ay;, IJ. =0,1,2,3, (2.25) 

with y: the 4- vector obtained from 

(2.26) 

by the Lorentz transformation corresponding to AZ. 
The quantity I:!.(x,n) == 1 + 2(X ou + xono) + x;fn;f.19 

In order to find Q!', q' and z' ,we rewrite Eq. (2. 23) 

eU ' A'Z'(±) = Z[I + H(x)H(n)]-lt(eClAZ). (2.27) 

Consider the determinants of the left and right sides 
of Eq. (2. 27), ilLS!! == (±)e2Cl ' and I!Rsll == e2Cl/I:!.(x,n). 
A solution to Eq. (2. 27) can exist if II LS II == II R S II , 
that is, 

(2.28) 

and Eq. (2. 28) is the solution for Q!'. 

The choice of sign in Eq. (2.28) depends on the sign 
of I:!. (x, n). The plus sign is chosen if I:!. (x, n) > 0 and 
the minus if I:!.(x, n) < O. Thus whether g == hg(:l:) in 
Eq. (2.21) moves g<;;) to g~ (+) or g~ H is deter~ined 
by the sign of I:!.(x,n), 

g?)ht;) == h'g~(+) if I:!.(x,n) > 0, 

fff)hg?) = h~'H if I:!.(x,n) < O. 
(2.29) 

The sign of I:!. (x, n) will always determine in which 
piece of the coset space g' will lie. This result is 
not surprising because e2 Cll:!. (x, n) is the determinant 
of the 2 x 2 submatrix gZ2 of g' == h'g~ (±).15 

In order to find q' and z' , we note that the LS and RS 
of Eq. (2.27) are 2 x 2 complex matrices with arbi
trary real ('" 0) determinants. These matrices can be 
written as right coset elements by a trivial extension 
of the S L(2, C) coset decomposition in Ref. 12. Con
sider an arbitrary 2 x 2 complex matrix 

We require II A II to be real, but nonzero so that A con
tains seven parameters. If a22 "" 0, A can be decom
posed in the following manner: 

(
all a12) = (s ~) (1 0), 
a21 a22 0 t w 1 

(2.30) 

where II A II == sf. Application of this decomposition 
to the left-hand side of Eq. (2.27) and comparing 
gives, after some algebra, 
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where b = AZ and 

Fl = .e[1 + (xo -x3)(nO - n 3)(xl - ix2)(n l + in2)] 

- (xo + x3)(n l + in2) - (Xl + ix2)(nO - n3)' (2.32) 

F 2 = .e[(Xl - iX2)(nO + n3) + (xo - x 3)(n l - in2)] 

- [1 + (Xo + x3)(nO + n 3) + (xl + iX2)(n l - in2)] 

(2.33) 
The choice of sign in Eq. (2.31) is the same as in 
Eq. (2. 28). Equations (2.25), (2.29), and (2.31) are 
the transformation equations necessary in Eq. (2.19) 
to complete the definition of [Xl' x2,MJ. 

3. THE CONTENT OF THE REPRESENTATIONS 
OF SU(I, 1) ®SU(2) IN [Xl' Xa,M] 

The following summary of Mackey's subgroup theo
rem contains an outline of the procedure that must be 
used in its application. We are given an induced 
representation U[LJ (g) of a group G on a Hilbert 
space Je(U[LJ) defined by Eq. (2.16). We wish to find 
Qle content of the representations of a subgroup 
G c G. Consider the double coset decomposition 

(3.1) 

where H is the inducing subgroup for U[LJ (g). The 
double cosets are nonoverlapping. The subspace 
JeD(U[LJ) consisting of the functions over one double 
coset, 

(3.2) 

forms an invariant subspace of ~(U[LJ) with respect 
to all right transformations!f E G. The functions of 
Jev there(ore are a basis for a (reducible) represen
tation of G. Since the double cosets do not overlap, 
Je(U[LJ) decomposes into20 

(3.3) 

Specifically, Mackey' s ~ubgroup theorem states that 
the representations of G contained in Je are equiva -~ 
lent to representations induced by a subgroup HD C G 
given by 

(3.4) 

The representations of the new inducing subgroup 
HD are obtained from those of H by 

LD(h D) =' L(gDhDgjJl) for hD E H D. (3.5) 

Since the functions of JeD are a subset of Je, they have 
the property 

f(gDg) =f(gDhDiC> =f(gDhDgjj1gDic) = LlJ(hD)f(g~c)' 
~ (3.6) 

Thus,for anyone double cosetgDG,we may restrict 
ourselves to functions over elements g Dgc' Let us ~ 
define F(gc) = f(gnlc)' Then the representation of G 
induced by HJ) is given by 
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where gcJ = hDl;· The definition F(gc) = f(gr$c) and 
Eq. (3.7) establish the equivalence with JeD' The 
norm on the set of functions, {F}, is given by 

(3.8) 

Note th~t U[L.oJ, in general, is a reducible represanta
tion of G which still must be decomposed into unitary 
irreducible representations of G. However, Mackey 
has shown that U[LDJ is contained in the regular 
representation of G. The decomposition of the regu
lar representation into irreducible representations 
is known for some noncompact groups. 

The above description of Mackey's subgroup theorem 
implies that it is necessary to have a double coset 
decomposition of SU(2, 2) with respect to its inducing 
subgroup Hand SU(I, 1) i& SU(2): 

SU(2, 2) = ~HgD[SU(I, 1) ® SU(2»). (3.9) 

To this end, we shall parametrize SU(I, 1) QS, SU(2) in 
a manner similar to Eq. (2. 2) for SU(2, 2). In the 
basis in which the invariant matrix is as in Eq. (2.4), 
we find that the Iwasawa decomposition of SU(I, 1) ® 
SU(2) is given in terms of the matrices 

and 

~ _ (I "itI) N- , o I 

A = (eiiI O~) 
o e-cq 

K =( 11 cos(~~2) it Sin~!2»), 
- 11 sin(l,b/2) 11 cos(l,b/2) 

(3.10) 

with n and a real. The matrix U E S U(2) is para
metrized as 

~ (COS(e /2)e-i(1l+ P)/2 - sinCe /2) e- i(il-W2) 

u = sin (e/2)e+ i()1-v)/2 cos(e/2)e+i("/J+v)/2 • 
(3.11) 

Then SU(I, 1) ® SU(2) = NAK and A,N, and R are sub
groups ofA,N,andK in Eqs.(2.2),(2.5)-(2.7). 

A right coset decomposition SU(I, 1) ® SU(2) = URi 
can be obtained following the procedure of Sec. 2: One 
finds 

jj = {e7 :~~~) (3.12) 

0) 
I ' 

(3. 13) 

where x is a real number. Almost all g E SU(I, 1) ® 
SU(2) = NAfi can be written g = hgc' Ii E ii, gc E 

{gJ, e~cevt those transformations with subdetermi
nant II g221i = O. 

The unitary irreducible representations of SU(I, 1) ® 
SU(2) can be written as Kronecker products of the 
representations DP·J(v) of SU(I, 1) and D[I](u) of SU(2) , 
where v E SU(I, 1), u E SU(2). Then the representa
tion ['\,1] is given by the product D["-] (v) QS, D[I](u) .21 ,22 
The diagonal labels h,j3 and i 3 , i3 of the matrix 
elements D}~Nv) x DK!i3(U) are constrained by23 
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i3 +)3 = integer, i; +); = integer. (3.14) 

To find the double coset representatives gv, we first 
note that .the gv must themselves be right coset ele
ments of SU(2, 2) with respect to H so that we may 
write 

(
Zv 0 ) (3.15) 

gJ) = Zj)ltH(x~ Zj)lt ' 

where24 

ZD = (;D ~) (3.16) 

Next, consider the action of an arbitrary i E . 
SU (1, 1) @ SU(2) on a double coset representative 
gvi = g E SU(2, 2). Since i can be written as hie and 
gas hge, the transformation of gv is also given by 

(3.17) 

In general, the set of all transformations in SU(l, 1) 
@ SU(2) will map a particular representative g'v onto 
a set of SU (2, 2) right coset representatives 

gv~{g<;)h. If one can find the set {gv} which. is 
mapped uniquely onto {g<;=)} , this will be the requIred 
set of double coset representatives for Eq. (3.9). 

In terms of the appropriate transformation matrices, 
Eq. (3.17) becomes 

(~;ltH(XD) ZD~J (e: ~e~,") (~l ~) 
(Z"~)-1t) . 

(3.18) 

These equations are a special case of Eq. (2.21) for 
the transformation of the cosets of SU(2, 2). It is 
found that by fixing the parameters in gv to be Zv = 
1, xvo = Xv 3 = ~, and XV! = xD2 = 0 the resulting 
double coset representative is mapped by the trans
formations in SU(l, 1) ~ SU(2) onto almost all 
SU(2,2) right coset representatives {gJ. Thus the 
only double coset representative required for the 
subgroup theorem is 

(3.19) 

and almost all g E SU(2, 2) can be decomposed as ele
ments of the double coset Hgv SU(l, 1) @ SU(2). With 
this choice of gv , the mapping of the coset parameters 
of ic under the transformation given in Eq. (3.18) is 

xo=xo± 11'/21, 
x3 = ± 11'/2Icose, (3.20) 

Xl + iX2 = 'F If/2lsine e- i ;;, 

_.A Sin(e/2)(la(n)lei~) ± cos(e'j2) (3 21) 
and z = ± e 'v A ~,. 

cos(e/2)(la(n) I eill ) 'F sin(e/2) 

where A(n) = 1 + fi and r = v'xI + x~ + x~. The 
choice of signs in Eqs. (3.20) and (3.21) corresponds 

to the sign of a (n). The upper (lower) signs are 
chosen if a (n) > 0 (t,(il) < 0). The sign of t,(fi) deter
mines whether gD is mapped into {gc (+ >} or {g<c->}' 

With G = SU(1, 1) @ SU(2) in Eq. (3.4), we note that 
the new inducing subgroup Hv is the set of elements 
satisfying 

HD = {gIg E SU(l, 1) @ SU(2), gDg = hgD}. (3.22) 

Thus HD contains the elements SU(l, 1) ~ SU(2) which 
send gD into itself. From the transformation gDg = 
hge , Eq. (3. 17), it is not difficult to show that the ~nly 
element of SU(l, 1) @ SU(2) which sends gD into gD IS the 
identity element e and H D = {e}. 

Finally consider the reducible representation 
U(g)[Xl,X2. Ml , where g E SU(l, 1) @ SU(2). This repre
sentation, by the subgroup theorem, is equivalent to 
a reducible representation U(l](.g') of SU(l, 1) ~ SU(2) , 
where [1] denotes the fact that this representation is 
induced by the representation of {e}. U(ll acts in a 
Hilbert space of functions F E X v with the property 
F(hDg) == F(eg) == F(g), g E SU(l, 1) ~ SU(2). Thus 
F is a function over all of SU(l, 1) i& SU(2) since 
[SU(I, 1) ~ SU(2) ]/HD "" SU(l, 1) ~ SU(2). The norm 
on XD is 

(3.23) 

where dtJ(g) is a measure in the parameter space of 
SU(l, 1) @ SU(2). 

Therefore, XD is just the space of all square-inte
grable functions over SU(l, 1) @ SU(2). A unitary 
representation which acts in the Hilbert space of all 
square-integrable functions over a group is the . 
regular representation of that group. Therefore, U(IJ 

is identified as the regular representation of 
SU(l, 1) 1& SU(2). 

The decomposition of the regular representation of 
SU(2) into unitary irreducible representations is well 
known. The regular representation of SU(l, 1) can be 
decomposed via the SU(l, 1) Plancherel formula. 22 

Then the content of [A, I] in [Xl' X2' M] is 

U(Xl' X2. M1 (v it) "" ftB dtJ(A)6 tB (2L + l)D[,\l (v) ® D[Il (u), 
, (3.24) 

where v E SU(I, 1), it E SU(2). ftB dtJ(A) is a dire~t 
integral over the unitary irreducible representatIOns 
of SU(l, 1) appearing in the Plancherel measure 
dtJ (A) and 6 tF is a direct sum of SU(2) represen~a ~ 
tions. Note that Eq. (3. 24) implies that the multIplI
city of a representation ['\,1] in any [Xl' X2,M] is just 
its multiplicity in the regular representation of 
SU(l, 1) ~ SU(2). In general, this multiplicity is in
finite. 

4. CONCLUSION 

The content of the unitary irreducible representations 
of SU(l, 1) ~ SU(2) in the representations of the prin
cipal nondegenerate series of SU(2, 2) given in Eq. 
(3.24) is the main result of this work. As a secon
dary result the transformation of the right cosets of 
SU(2,2) obtained in Sec. 2 should be of use for further 
study of SU(2, 2) involving its induced repr~senta
tions. Since the entire regular representatIOn of 
SU(I, 1) ® SU(2) is contained in each member of the 
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principal nondegenerate series of SU(2, 2) we con
clude that the physical content of the specific assump
tion that a scattering amplitude can be expanded in 
the set of representation matrices belonging to the 
principal nondegenerate series of SU(2, 2) represen
tations is uninteresting. From the discussion of Ref. 
22 we point out, however, that this may be attributed 
in part to the manner in which we have decided to 
build SU(I, 1) ® SU(2) into SU(2). If the full SU(I, 1) QS; 

SU(2) is imbedded in SU(2, 2), it is conceivable that 
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functions, which derive from the fact that it is formed 
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was called the N-representability problem by the pre
sent author! in his paper SFDM-I. Giving it a name 
merely sharpened and made precise a problem which 
had been noticed by several previous authors.2 The 
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significance of the problem arises from the fact that 
most of the information accessible to physicists about 
the state of a system of identical particles is con
tained in the 2-matrix. Thus a "practicable" solution 
of the N-representability problem for the 2-matrix 
would almost eliminate the N-particle wavefunction 
from quantum mechanics. 

It was shown in SFDM-I that necessary and sufficient 
conditions for ensemble N-representability of the 1-
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principal nondegenerate series of SU(2, 2) we con
clude that the physical content of the specific assump
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significance of the problem arises from the fact that 
most of the information accessible to physicists about 
the state of a system of identical particles is con
tained in the 2-matrix. Thus a "practicable" solution 
of the N-representability problem for the 2-matrix 
would almost eliminate the N-particle wavefunction 
from quantum mechanics. 

It was shown in SFDM-I that necessary and sufficient 
conditions for ensemble N-representability of the 1-
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matrix Dl can be expressed in terms of the eigen
values of Dl-simply that the eigenvalues of NDl are 
at most unity. Alternatively, if I denotes the identity 
operator in one-{)article space,this condition requires 
that the operator I - NDl be positive semidefinite. 
Apparently, the N-representability of the 2-matrix D2 
is much more complicated so that necessary and suf
ficient conditions involve not only limitations on the 
eigenvalues of D2 but also complex interrelations 
among its eigenfunctions. The set of ensemble N
representable 2-matrices, which we denote by (P~, 
is convex. Its closure, in the topology derived from 
the scalar product (AlB) = tr(A tB), is compact, and 
hence the set is determined by its extreme points. 
The main result of the present paper is a theorem 
asserting that, for an arbitrary anti symmetric 2-par
ticle function g, D2(gN) is extreme in (P~. Here N is 
even and gN is the normalized antisymmetrized gemi
nal power (AGP) function of N-particles derived from 
g and defined in SFDM-I. A particular case of this 
result, namely when Dl(g) has all its eigenvalues 
equal, was proved in SFDM-I (Theorem 9.4). How
ever, lifting the limitation on g constitutes a very 
great and rather surprising generalization of the pre
vious result, and its proof requires quite different 
ideas. 

In the course of proving the above theorem we show 
that a certain operator B (g) belongs to the dual of the 
convex cone determined by (P~ , and obtain the exact 
solution for the ground state of B (g). Since B (g) in
volves two-particle interaction of a more general 
nature than does the solvable case of the pairing 
HamiltOnian, we expect that B (g) will serve as a 
source of model Hamiltonians pertinent to the study 
of a wide variety of correlation phenomena in many
particle systems. Both Hartree-Fock and BCS sys
tems arise as particular cases, depending on the 
choice of g. 

The paper concludes with the proof of three neces
sary conditions for N-representability which were 
announced3 some years ago but which have not hither
to been published. The first asserts that the rank of 
an N-representable p-matrix cannot be less than the 
corresponding value for a Hartree-Fock system, 
namely the binomial coefficient (:). The other two in
volve the concept strong orthogonality defined in the 
next section. They illustrate rather dramatically that 
N-representability of a 2-matrix forces complex in
terrelations among its eigenfunctions-i.e., among its 
natural geminals or nags. If {g i}' i = 1,2, ... , k, are 
nags of an N-particle fermion system in state'll and 
if the g i are mutually strongly orthogonal, then the 
sum of the corresponding eigenvalues of D2(W) is at 
most (N - 1)-1. That this result remains true for all 
values of k seemed quite surprising to the author 
when it was first discovered. Finally, if a nag and its 
conag are strongly orthogonal, the corresponding 
eigenvalue is not greater than the Hartree Fock value, 
namely (~)-1. 

A survey of the state of the N-representability pro
blem as of the summer of 1967 was given by the 
author in a report,4 which is still in print. 

2. NOTATION AND TERMINOLOGY 

Recall that if '11 is an anti symmetric wavefunction the 
p-operator DP(W) sends 2p particles (1 2 . " p; 

l' 2' ••• p') into the p-matrix 

DP(1 2 ••• p; l' 2' ••• p') 

J '11(1 2 ..• N)~(I' ••• p' p + 1 ••. N) 
p+l··. N 

= 6 Vat'(1 .•• p)a1;(I' •.• p'), . , , (2.1) 

where Ci 1; are eigenfunctions and V are the corres
ponding ~igenvalues. Note that in this context super
scripts are not construed as powers or indices but 
simply indicate the number of particles occurring in 
the corresponding functions. The cases p = 1 and 
p = 2 are so important as to deserve special termi
nology: a f is a natural orbital or norb; a~ is a natu
ral geminal or nag. We use the terms orbital and 
geminal to denote arbitrary functions of one and two 
particles, respectively. PhYSicists and chemists 
should be warned that what is here, for the sake of 
brevity, called an orbital they would normally refer 
to as a spin-orbital. 

The linear space, over the complex numbers, spanned 
by {at'} will be called the p-range of'll and denoted by 
RP(w): Thus Rl(l{I) is the familiar space spanned by 
a one-particle basis set. If '11 and cp are two antisym
metric (or symmetric) functions, not necessarily of 
the same number of particles, we say that I{I and cp 
are strongly orthogonal if R1(q,) is orthogonal to 
R 1 (cp), in other words, if all the norbs of '11 are ortho
gonal to all the norbs of cp or, again, if the ranges of 
Dl ('11) and D1 (cp) are orthogonal. 

Let A N denote the antisymmetrizer on N particles, 
so that if f is an arbitrary function of N particles, 
AN f is anti symmetric in N variables. Of course, 
AN f may be the zero function. If q, P and wq , where 
p + q = N, are anti symmetric functions of p and q 
variables respectively, then 

'liP IIwq: (1 2 ••• N) --7 A N wP(1 ••• p)l{Iq(p + 1 ••• N). 
(2.2) 

The function 'liP II Wq, the "wedge" or "Grassmann" 
product of wP and wq, is an anti symmetric function of 
N variables. The set of antisymmetric functions 
equipped with the Grassmann product and ordinary 
addition of functions forms an algebra or ring. If w = 
f II g, we shall say that f and g are Grassmann fac~ 
tors of W. When the context precludes ambiguity, we 
may refer to f and g simply as factors of wand say 
that f divides W. If f is an orbital, there is a remark
able theorem, probably due to Grassmann, that f 
divides w if and only if f II w = O. However, if f is a 
function of two or more variables, there seems to be 
no simple criterion for characterizing whether or not 
f is a factor of W. 

If C is a convex subcone of a real linear space V, 
then the polar cone C is defined as the set of real 
valued linear functionals f which are nonnegative on 
C. That is, C = {f Ix E C ::> f(x);::: OJ. When V is 
provided with a nonsingular scalar product, the func
tional f can be identified with a vector y, say; such 
that f(x) = (y I x) for all x. In this case we define C = 
{y I x E C :::;:. (y I x) ;::: O}. The set (P ~ consisting ofthe con
vex closure of 2-operators which are representable 
by means of normalized N-particle functions,defines a 
cone obtained by multiplication of the elements of (P~ 
by the nonnegative reals. For the circumambient 
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vector space V, following Kummer,5 we take the real 
space S2 of bounded symmetric two-particle opera
tors. As the scalar product of A, B E S2, we take 
tr(AB). Then by d5 2 we denote the set 
{BIB E S2,D2 E (9f:=;> tr(BD2) 2: O}. For D2 E (9~ 
we say that B exposes D2 if B E d5~ and tr(BD2) = 0, 
and the only other elements of (9~ which satisfy this 
equation are scalar multiples of D2. 

We adopt the common usage of denoting the boundary 
of a set (9 by 0(9. The n-fold tensor product of a 
linear space H is denoted by Hn; the antisymmetric 
subspace of Hn by Hnll. If AP and Bq are operators on 
HP" and Hqll respectively, then, for p + q = N, AP 1\ 

Bq is the operator on HNII defined by ANAP@ BqAN• 
where @ denotes the usual tensor product of opera
tors. 

3. THE OPERATORS F(g) AND B(g) 

A closed convex cone C is the polar of its own polar 
C. Thus, if we knew d5~, then, in principle, (9~ could 
be characterized as the set {D2Itr(D2B) 2: O,B E <J5~}. 
Indeed, since for an element D2 on the boundary 0(9 N 

of (9~ there is one or more B E ~~ such that 
tr(BD2) = 0, it is sufficient to know those B E ~~ 
which are exposed by some D2 E 0(9~. Note that if 
D2 E (9~, B E ~~, and tr(D2B) = 0, then we can con
clude that D2 E 0(9~ and B E o~~. 

Thus in order to characterize (9~ by means of a set 
of linear inequalities it is sufficient to use those 
determined by B E o~~. Even these are more than 
are generally needed since a set of extreme points of 
~~ is enough. For example, (91 is completely charac
terized as consisting of those Dl which have unit 
trace, trDl = 1 and satisfy the two conditions 

I-NDl2: O. (3.1) 

The first of these asserts that Dl is a positive semi
definite operator and the second that the eigenvalues 
of D1 are not greater than N-1. Conditions (3.1) fol
low from the fact that if P <p is the projector onto an 
arbitrary orbital, 

Pcp and I-NPcp (3.2) 

are extreme in d5~. Si~ce the operators (3.2) exhaust 
the extreme points of (91, (3. 1) are sufficient to 
characterize (91. 

The conditions (3.1) are equivalent to results obtained 
in SFDM-I and constitute a neat and satisfying solu
tion of the ensemble N-representability problem for 
the I-matrix. However, to the author's knowledge, a 
satisfactory solution of the pure N-representability 
problem even for the i-matrix has still not been 
obtained. Since any two I-matrices are unitarily 
equivalent if they have the same set (with multiplicity) 
of eigenvalues, and since N-representability is in
variant under unitary transformations of the orbital 
basis, we know that the solution can be formulated as 
a condition on the eigenvalues of D1. Unfortunately, 
for p> 1 the N-representability of DP involves not 
only conditions on the eigenvalues but also on the 
interrelations of eigenfunctions. Evidently, this is the 
reason that for p> 1 the N-representability problem 
is some orders of magnitude more difficult than for 
p=1. 
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Since an N-representable D2 is a positive semidefinite 
operator on lJ2l1 it is clear that the projector Ponto 
the geminal g belongs to ~~ for arbitrary g. It 101-
l,9ws from the spectral theorem that P g is extreme in 
(9~. In the next theorem we prove that two more 
classes of operators F(g) and B(g) each depending on 
an arbitrary geminal belong to ~~. Two geminals g1 
and g2 are equivalent under unitary transformations 
of the orbital basis if and only if D1(g1) and D1(g2) 
have t~ same eigenvalues with the same multipli
cities. Recall that for a geminal these multiplicities 
are even. Thus, the specification of a monotonely non
increasing sequence of positive reals, A1 = A2, A2 = 
A4,··. A2s-1 = A2s' ~ Ai = 1, determines a unitary 
equivalence class of operators F(g) and B(g). For 
each r = 25 we shall obtain a family, of dimension 
5 - 1, of unitary equivalence classes of elements of 
cP~. Each class has dimension r2 - r - 1 if R1(g) is 
finite, and infinite otherwise. 

For g an arbitrary normalized geminal, define 

F(g) = J2 - 2ND1(g) 1\ 11 + !N(N - I)Pg, (3.3) 

B(g) = J2 - W - 2)D1(g) 1\ [1 - (JV - I)Pg, (3.4) 

where [P is the identity on HPII and P g = D2(g) is the 
projector onto the geminal g. Thus F(g) and B(g) are 
Hermitian operators on lJ2l1 and therefore belong to 
the real space S2 of all two-particle Hermitian opera
tors which we take as the circumambient space for 
(9~ and ~~. 

Theorem 3.1: The operators F(g) and B(g) be
long to ~~, the polar of the set (J>~ of N-represen
table 2-operators. 

Proof: (a) We first prove that F(g) E ~~. Denote 
the antisymmetrizer on N + 2 particles 1,2, ••. ,N + 
2 by A N+2 and let x(I 2 ... N + 2) = A N+2g(I 2)lft 
(3 4 ••• N + 2) where l}1 is an arbitrary N-particle 
wavefunction. Then by Theorem 6.2 of SFDM-I, which 
follows from Sasaki's formula for p = 2, 

(N+2) (N+2) 2 <xix) = 2 (A N+2gwIAN+2glft) 

= 1 - 2N tr[D1 (g)D1 (lft)] 

+ (~) tr[D2(g)D2(w)] 

= tr[(1- 2ND1(g) + (~'g)D2(lft)J 
= tr[F(g)D2(lft)]. (3.5) 

Since <xl x> 2: 0, this implies that F(g) E <i5~. Note 
that (3.5) vanishes if and only if X = o. 
(b) To show that B(g) E <i5~, recall that if P is an 
orthogonal projector on a Hilbert space and X is any 
vector, then II Px II ::s II X II with equality if and only if 
Px = x. We apply this chOOSing P = AN+2 and X = 
A N+1glft whereA N+ 1 acts on the particles numbered 
2 to N + 2. By applying Theorem 6.2 of SFDM-I 
twice, with p equal to 1 and 2, we find that 

2[I- 2Na + (~f J::s (N + 2)[I-Na], (3.6) 

where 
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Note that a:::: 0, b :::: O. It follows from (3.6) that 

1 - (N - 2)a - (N - l)b :::: 0 

that is 

tr[B(g)D2(lJI)]:::: 0 (3.8) 

for arbitrary anti symmetric N-particle functions \{I. 

Thus B(g) E ~~. 

Notice that equality obtains in (3.8) if and only if 

(3.9) 

In the course of the preceding proof of Theorem 3.1, 
our curiosity is aroused to discover what pairs g, \{I 
imply that 

tr[F(g)D2(lJI)] = 0 or tr[B(g)D2(lJI)] = O. 

Either of these equations can obtain only for associa
ted pairs of elements of the surfaces a~~ and a<P~, 
respectivly. The answer to this question for B(g) 
when the rank rl(g) of g is not less than N is provided 
by the main theorem of this paper. The case rl(g) < 
N is not fully understood. The question for F(g) can 
be reformulated in terms of the hole or Q matrix6 

taking the form, when does the Q matrix have g as an 
eigenfunction with zero eigenvalue? 

Before we leave Theorem 3. 1 let us comment on the 
proof of part (b). Our method of proof was rather 
simple minded. Indeed, the key inequality (3. 8) al
ready occurred in conclusion (iv) of Theorem 3 of 
the author's 1962 Uppsala preprint. 7 At that epoch the 
author was not thinking about convex sets-the rele
vance of which first became apparent later in one of 
those celebrated midnight discussions at Sanibel pre
sided over by Per Olov LBwdin-so that he did not 
draw the important conclusions formulated in Theorem 
(3.1). There is another, more sophisticated, method 
of proving part (b) of the theorem. We describe it 
here since it may possibly lead to greater insight. 

For g(1 2) and lJI(3 ••• N + 2) antisymmetric, the func
tion X = glJl, when acted upon by the symmetric group 
SN+ 2 permuting variables, generates a linear function 
space V of dimension 6 say, which is a representation 
space for SN+2' As such V is the direct sum of car
rier spaces of irreducible representations of SN+2' 
One easily concludes, by the theory of induced repre
sentations or otherwise, that the only possible irredu
cibles occurring in V are denoted in the common nota
tion by [I N +2 ], [2, IN], and [22 IN-2]. The carrier 
spaces Vi' 1:::; i:::; 3, of these irreducibles are of 
dimension I,N + 1, and ~(N + 2)(N - 1), respectively. 
The sum of these three dimensions is (N:i2) which is 
the number of linearly independent functions which 
can be generated by SN+2 acting on X = g\{l when g and 
lJI are the most general anti symmetric 2 and N par
ticle functions. Thus 

X = Xl + X 2 + X 3 where Xi E Vi' 

Part (a) of Theorem 3. 1 was proved simply by noting 
that II Xl1l2:::: 0, where Xl is the completely antisym-

metrized part A N+2X of X. Similarly, it is possible to 
prove part (b) of Theorem 3.1 by expressing the fact 
that II x2112 :::: 0, since it can be shown that 

(N + 2)11 x2112 = 2[1- (N - 2)a - (N -1)b], (3. 10) 

where a and b are defined in (3. 7). It can also be 
shown that 

(N + 1)11 x 3 11 2 = (N-l)[1 + 2a + b]. (3. 11) 

Since a:::: 0 and b :::: 0 it follows from (3.11) that X3 ~ 
o so that X always has a nonzero component in V3 • 

Thus there are four possibilities for the dimension 6 
of V according as X 1 and X 2 do or do not vanish. All 
four possibilities can in fact occur as is shown by the 
examples exhibited in Table I, where [123] for example 

TABLE I. 

g >I- Xl X2 Ii 

[12] [345] ,,- 0 "-0 teN + 2)(N + 1) 

[12J (123] 0 0 !(N + 2)(N - 1) 

(12] [134] 0 ,,- 0 !N(N + 3) 

g gN ,,-0 0 !N(N + 1) 

denotes a Slater determinant involving three ortho
normal orbitals <Pv <P2' <P3' g denotes a geminal of 
rank greater than N + 1, and gN is the AGP function 
generated by g. In the first three lines of Table I the 
examples correspond to N = 3 but are susceptible of 
trivial generalization corresponding to the dimensions 
reported for 6. 

If g and lJI are such that both (3. 5) and (3. 8) vanish 
then by solving two linear equations, we infer that 

a = N-l, b = 2/N(N - 1). (3. 12) 

Since a can be interpreted as a weighted mean of 
eigenvalues of Dl(lJI), with weights determined by g, 
and since Ai(lJI) :::; N-l, the first equality in (3. 12) 
occurs if and only if the I-range Rl(g) of g is con
tained in the subspace of Rl(lJI) corresponding to the 
eigenvalue N-l. Hence, by Corollary 4.3A of SFDM-I, 
all of the norbs of g are Grassmann factors of \{I. 

Thus the rank r(g) of g is:::; N. Suppose r(g) = 28 
since the rank of a geminal is necessarily even. Then 
the AGP function g2 s, being a function of 28 variables 
and also of rank 28, is simply a Slater determinant 
on the I-range of g. Since any orbital in Rl(g) is a 
Grassmann factor of lJI, so is g2s. Hence a = N-l 
implies that 

\{I = g2 S 1\ <p , (3. 13) 

where <p is an antisymmetric function of N - 28 
variables. Without loss of generality we assume that 
<p is strongly orthogonal to g. Since g2 S is a Slater 
determinant,D2(g2s) is simply the identity operator 
on R2(g2s) multiplied by (~l-l. With the help of a 
result due to McWeeny it also follows easily that b = 
(~)-l. The result of McWeeny which we need is the 
italicized statement on page 361 of his 1960 review 
article. 8 Since it is very useful and apparently not 
well known, we repeat it here. Suppose <Pi' 1:s i:s m, 
are m mutually strongly orthogonal antisymmetric 
functions with Grassmann product denoted by 1\ <Pi; 
then 
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P2(/\ CPi; 12,1'2') = 6 P2(CPi; 12,1'2') 
i 

+ .~ [pdCPi; 1, 1')P1(CPj; 2, 2') 
It"] 

- P1 (cp i; 2, 1')P1 (cpj; 1, 2')]. (3. 14) 

Here P1 and P2 are the 1- and 2-operators norma
lized to Nand N(N - 1), respectively. As a check on 
this formula take the trace of both sides. The trace 
of the last expression in (3.14) is zero. Suppose CPi is 
a function of N; particles; then we have, for the lhs, 
N(N - 1) and, for the rhs, 

6 N; (Ni - 1) + 6NiN. 
ifj J 

= 6N? + 2 6N.N. -N 
, i<j' J 

=N2-N 

which is correct. 

Using McWeeny's formula (3.14), we easily derive a 
converse to the above result. If \}I == g2 s /\ cP, where 
r(g) = 2s ~ N and (p is strongly orthogonal to g, then 
a = N-1 and b = (~)-1. We thus have the interesting 

Theorem 3.2: If g is a geminal of rank 2s ~ N 
and \}I is an N-fermion wavefunction, then 
tr[F(g)D2(\}I)] = tr[B(g)D2(\}I)] = 0 if and only if \}I = 
g2s /\ cP, where cP and g are strongly orthogonal. 

4. SOME EXTREME POINTS OF <p~ 

Since a compact convex set is determined by its ex
treme points, one method of characterizing <P~-in 
other words of solving the N-representability pro
blem for 2-matrices-would be to enumerate all ex
treme points of <P*,. It is easy to show that the pre
image, under (N - 2)-contraction, of an extreme point 
contains a pure state. Erdahl has recently proved 
that the extreme points of <Pfr are exposed and has 
conjectured that their preimages are unique, that is, 
consist of one pure state. However, in general, the 
2-matrix of a pure state is not extreme. It may lie 
in the boundary but will usually be interior to <P*,. 
For <p1 we have a fairly complete story. A Slater 
determinant covers an extreme point of <pl. A pure 
state \}I with one or more eigenvalues of D1f(\}I) equal 
to N-1 covers a boundary point of <P1. All other \}I 

cover interior points. 

Theorem 9.4 of SFDM-I asserts that D2(gN) is ex
treme in <P*, if g is a geminal of extreme type, that is, 
if all the eigenvalues of D1(g) are equal. Witten ex
tended this result in an unpublished work by showing 
that if g is of extreme type and S is a Slater deter
minant in s variables strongly orthogonal to g, then 
D2(S /\ gN-s) is extreme in <P*,. Of course,N - s must 
be even. 

In the present section we obtain a major extension of 
Witten's result by showing that the conclusion remains 
valid if we allow the anti symmetric geminal g to be 
arbitrary except that its rank be greater than N - 1. 

Theorem 4.1: If N is even and g is an arbitrary 
fermion geminal of rank ?: N, then an element D2 of 
<P*, satisfies tr[D2B(g)] == 0 if and only if D2 is cover
ed by a pure state w proportional to the AGP function 
gN. For all such g, D2(gN) is extreme in <P~. 
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Proof: (a) If D2 is not pure N-representable, 
assume it is of the form 

D2 = "0 wi D2(\}I.), (4.1) . , , 
where wi > 0, "0 wi = 1, and D2(\}Ii) is N-represen
table by the pure state \}I j' We assume that 

tr[B(g)D2] = L, wi tr[B(g)D2(\}Ii)] = O. (4.2) 

But B(g) E <P%; therefore, 

and (3.2) is possible only if 

tr[B(g)D2(\}I)] == 0 (4.3) 

for all \}I i' 

(b) We are thus led to consider a pure state \}I such 
that 

tr[B(g)D2(\}I)] == 0, (4.4) 

and we shall show that requiring (4.4) is sufficient to 
force \}I to be proportional to gN. Therefore, each Wi 
is proportional to gN, and all the D2(\}I j) in (4.1) are 
equal to D2(gN) and is thus covered by gN, as was to 
be proved. 

(c) The proof of the theorem has therefore been re
duced to shOwing that (4.4) holds if and only if \}I is 
proportional to gN. However, in the course of the 
proof of Theorem 3.1 we noted that (4.4) holds if and 
only if (3.9) is true. But, by Theorem 7.7 of SFDM-I, 
if w == gN, then (3.9) holds and therefore so does (4.4). 
Thus the theorem has been proved in one direction, 
and it follows by the argument in (b) that D2(gN) is 
extreme in <P*,. 

(d) To prove the converse for arbitrary even N is 
rather more difficult. However, the essence of the 
proof is completely evident in the particular case 
N = 4, which we therefore set out in detail. 

We assume (3.9) in the equivalent form 

A s\}l(1234)g(56) == A 6 \}1(1234)g(56), (4.5) 

where A5 acts on the variables 1,2,3,4,5 and A6 on 
all six variables. Define 

x == 5A s\}l(1234)g(56) 

= \}I(1234)g(56) - w(5234)g(16) - \}I(1534)g(26) 

- w(1254)g(36) - w(1235)g(46). 

If (4.5) is true, then X is antisymmetric in particles 4 
and 6 so that 

X + (46)X = 0, (4.6) 

where by (46)x we denote the effect of permuting par
ticles 4 and 6 in X. We identify particles 3 and 6 in 
(4.6), multiply the resulting equation by g(12), recall 
that g and ware anti symmetric, and obtain 

w(1234)g(12)g(53) - w(1253)g(12)g(34) 

= w(5234)g(12)g(13) - w(5134)g(12)g(23). (4.7) 
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Symmetrize both sides of Eq. (4.7) in the particles 
1,2, and 3. 

The circular permution (123) acting on the first term 
on the rhs of (4.7) turns it into 

lJI (5314)g(23 )g(21) = lJI (5134)g(23 )g(12), 

which is the last term in (4.7) except for sign. Hence 
the symmetrized rhs of (4.7) is zero. 

Since \)1(1234) is antisymmetric in 1,2,3, symmetriz
ing the first term on the lhs of (4.7) gives rise to 
lJI(1234)A~(12)g(53) or lJI(1234)g4(1253). The same 
argument applied to the second term on the lhs of 
(4.7) leads us to the equation 

lJI(1234)g4(1253) = lJI(1253)g4(1234) (4.8) 

By assumption, r(g) ? 4 so that g4 ~ O. Therefore, 

lJI(1234)/g4(1234) = \)I(1253)/g4(1253). (4.9) 

Each side of (4.9) is symmetric in its variables, but 
the rhs does not depend on particle 4, and therefore 
neither does the lhs, which must therefore be a con
stant, so that lJI is proportional to g4. 

For arbitrary even N, the preceding argument needs 
only minor modifications. We define X by 

X = (N + 1)AN+1\)1(1 2 '" N)g(N + 1,N + 2), 

where A N+1 acts on particles 1,2, ••• ,N + 1. We 
observe that (3. 9) implies X + (N, N + 2lx = 0; in 
this equation we identify particles N - 1 and N + 2, 
and multiply the resulting equation by g(12)g(34) ••• 
g(N - 3,N - 2). When we symmetrize on 1,2, ••• , 
N - 1, the terms cancel in pairs (like the rhs of (4.7)] 
except for two terms which give the equation 
lJI(1 ••• N)gN(1 ••• N - 1,N + 1) = lJI(1 ••• N - 1, 
N + 1)gN(1 ••• N). If r(g) < N, then gN = 0, and this 
equation would put no restriction on lJI. However, 
under the hypothesis of our theorem r(g) ? N, and so, 
as before, we conclude that lJI is proportional to gN. 

In order to extend Theorem 4.1, we need the following 
result, of which, though it is fairly widely known, 
there does not seem to be a simple published proof. 

Theorem 4.2: If cP is a wavefunction of N - 1 
fermions such that DP(cp) is extreme in cPt-l' p < N, 
and the orbital f is strongly orthogonal to cp, then 
DP(j /\ cp) is extreme in cPt. 

Proof: Suppose, on the contrary, that 

(4.10) 

where Wi> 0, ~ Wi = 1, and lJI j are N-fermion wave
functions. By Corollary 4.3A of SFDM-I, D1U /\ cp) 
has f as a norb of eigenvalue N-l, which is the maxi
mum possible. This will occur only if f is a norb 
with eigenvalue N-1 of each of the \)I i' Hence, for 
each i, I{I i = f /\ CPi' where CPi is an N - 1 fermion 
function strongly orthogonal to f. 
From the definition of the p-matrix it is easily seen 
that DP(j /\ cp) is the sum of a term proportional to 
DP(cp) and a term, obtained by anti symmetrizing 

D1(j)DP-1(cp), which is expandable in terms of p
functions, all of which have f as a Grassmann factor 
and are therefore orthogonal to RP(cp). Applying this 
remark to both sides of (4.10), we conclude that 

DP(cp) = 6 wiDP(CPi)' 

Since DP(cp) was assumed to be extreme in cP~_ it 
follows that, for all i, DP(cpj) = DP(cp) and therelore 
DP-1(cpj) = DP-1(cp). But f, DP(cpj), and DP-1(cpj) com
pletely determine DP(lJI j), which is therefore equal to 
DP(j /\ cp) for all i. Hence DP(j /\ cp) is extreme in 
cP~, as was to be proved. 

The set cPi of 1-representable 1-operators is identi
cal to the set of positive 1-operators. By the spec
tral theorem the extreme points of cPi consist of all 
projectors onto orbitals. By Theorem 4. 2 it follows 
that if f 1 and f 2 are orthogonal orbitals, Dl (j 1 /\ f 2) 
is extreme in cPa. Pro~eeding by induction, we have a 
new proof of the following well-known fundamental 
theorem. 

Theorem 4.3: If f j' 1:s i::=; N, are orthonormal 
orbitals then the Slater determinant f 1 /\ f 2 /\ ••• /\ 
f N covers an extreme point of cPh' . 

It is also a direct consequence of Theorems 4. 1 and 
4.2 that for N even and r(g) ? N, if f is an orbital 
which is strongly orthogonal to g, then D2(j /\ gN) is 
extreme in cP~+l' Proceeding by induction, we thus 
obtain the following generalization of Theorem 4. 1. 

Theorem 4.4: If S is a Slater determinant in a 
particles which is strongly orthogonal to the geminal 
g of rank greater than or equal to 2/l, then D2 (S /\ g21l) 
is extreme in cPt for N = a + 2/l. 

The wave-function occurring in Theorem 4. 4 can be 
designated as a GAGP-a generalized geminal power. 

5. THE p-RANK OF .. 

Since the eigenvalues of an N-representable Dl are 
not greater than N-1 and its trace is unity, there 
must be at least N natural orbitals. That is, the rank 
r of an N-representable 1-matrix satisfies the 
inequality 

r?N. (5. 1) 

However, for p> 1 we have little precise knowledge 
about the rank r P of DP(lJI). We proved in SFDM-I 
that A~ ::=; (N - P + 1)-1. In particular, if N> 3, 
A~ < flY - 1)-1; thus 

(5.2) 

Further, since lJI can be expressed in terms of r orbi
tals from which only (2) linearly independent gemi
nals can be formed, it follows that 

r 2 ::=; ir(r - 1). (5.3) 

In general, we expect equality in (5.3), but it is easy 
to give examples of the inequality. For example, if 
the CPi are orthogonal for 1::=; i::=; 6, \)I = [123] + [456] 
has ir(r - 1) = 15 but r 2 = 6. Ruskai9 has consi
dered the case of infinite rank. 
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Whereas (5.3) gives an upper bound on r 2 , the follow
ing theorem gives a lower bound which depends on N. 

Theorem 5.1: The rank r of an N-representable 
p-matrix is not less than the binomial coefficient (~). 

Proof: Since the rank of a sum of positive opera
tors is greater than or equal to the rank of any sum
mand, it suffices to prove the theorem for a pure N
representable p-matrix. 

Suppose DP = DP(w); then, by (3.15) of SFDM-I, 

(5.4) 

where aJ? are the natural p-states of iJi and eigen
functions' of D P and r p is equal to the number of a P. 
for which c i ;>t O. Recall that N = P + q and that {at~} 
and {ay} are sets of orthonormal functions of p and q 
particles, respectively. On the other hand, we know 
from SFDM-I that w can be expressed in terms of 
the natural orbitals C(J i' so that there exists an anti
symmetric tensor a i ; •.. ; of complex numbers 
such that 1 2 N 

w(1 2 ••• N) =:0 a i i"'; C(J; (1)C(J; (2) ••. C(Ji (N). 
1 z N 1 Z N (5. 5) 

If K is a set of q distinct natural numbers, then we 
define a function.! K of p particles as follows. Let 
{iP+1' i p+2"'" iN} = K with iP+1 < ip+2 < ... < iN 
then 

IK (12 ••• p) = L, ai ; ; C(J; (1) ... C(J; (P). (5.6) 
i

1 
... i p 12'" NIP 

Let 6 be the dimension of the complex linear space 
spanned by the f K of which there are (j;), where r is 
the I-rank of iJi. We shall prove that 6 ~ (:) and that 
6 = rp' 

Ifw;>t O,at least one of the coefficients in (5.5) is dif
ferent from zero. Suppose a1 2 .,. N ;>t 0; let L be a 
subset of p elements of {I, 2, ••• , N} = IN. Denote 
by c]) L the Slater determinant: 

c])L(1 2 ... p) = I C(J; (1)C(J; (2) ... C(Ji (p) I, 
1 2 P 

where i1 < i2 < . " < ip and L = {i1 , i 2 , ••• ,ip}. If K 
and L are complementary sets in IN' then c]) L occurs 
in the expansion (5.6) with coefficient a12 ... N or 
- a12 ..• N' 

For LeI N and K C IN' c]) cannot occur in the ex
pansion (5.6) if K n L ;>t ~,tor in this case the anti
symmetry of the coefficients forces them to be zero. 
The family of all c]) L constitute an orthonormal set 
in terms of which all f K can be expanded. The sub
family F of all f K for which K C IN contains (in 
functions. For fixed K C IN' and with L = IN - K, c])L 

occurs in the expansion of f K' but it does not occur 
in the expansion of any other function in F. It follows 
that F is a linearly independent set. Thus 6 ~ (:). 

We now show that r p = 6. Multiplying (5.4) and (5. 5) 
by aj-* and integrating, we find that QI~ is a linear 
combination of f K • Thus r p s O. Again, multiplying 
(5.4) and (5.5) by cP ~ (P + 1 ... N) and integrating, 
we find fK is a linear combination of the a~. Thus 
r p ~ O. It follows that r p = 0 ~ (:). QED 
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6. TWO IMPLICATIONS OF STRONG 
ORTHOGONALITY 

Recall that two antisymmetric (or symmetric) func
tions are said to be strongly orthogonal when their 
respective I-ranges are orthogonal. To postulate 
strong orthogonality frequently makes a good approxi
mation in chemical systems. For example, two 
hydroxyl radicals at opposite ends of a huge molecule 
are almost exactly strongly orthogonal. To approxi
mate a wave function by means of an AGP function is 
certainly as good or better than Hartree-Fock. How
ever, Kutzeinigg10 has provided numerical evidence 
for his contention that the wavefunction of a four
electron atom can generally be better approximated 
by an antisymmetrized product of strongly orthogonal 
geminals (APSG) than by an AGP function. 

The following two results concerning strongly ortho
gonal nags were announced at Sanibel in 1965 but 
have not been published hitherto. Suppose that p = 2 
in (5.4); then, since we refer to a~ as a natural gemi
naI, or nag, we may conveniently, analogously to factor 
and cofactor, refer to al{-2 as the conag of a~. 

Theorem 6.1: If gi' a natural geminal of the N
fermion function W, is strongly orthogonal to its conag 
G i' then A~ the corresponding eigenvalue of D2(W) 
satisfies the inequality 

A~ :::; 2!N(N - 1). (6.1) 

Equality obtains in (6.1) if and only if 'It is propor
tional to gi II. G i' 

Proof: The proof follows familiar lines using 
Sasaki's formula in (6.3) of SFDM-I. Since w = 
:0 CjgjG j and A~ = IC;12 we have 

A~ = l(g;G;1 'It) 12 
= I<AN g iG i l-v)12 
s I(ANgiGiIANgiG;)I, (6.2) 

A~ s l(giGiIAngiGi> I (6.3) 

s [2!N(N - I)J [1 - 2N(g;G; I (13)giG) 

+ (~)<g;G; 1 (13)(24)g;G;>J. (6.4) 

The inequality (6.2) results immediately from the 
Schwarz inequality since, as always, we assume that 
>It is normalized. The fact that A N is idempotent and 
Hermitian implies (6.3) and (6.4) follows from 
Sasaki's formula. Recall that, in (6. 4), (13) and (24) 
indicated permutations of the particles and, since gj 
and G. are assumed to be strongly orthogonal, the 
last t~o terms in the square brackets in (6.4) vanish. 
Thus 

A~ s 2/N(N - 1). 

Equality obtains in (6.2) if and only if 'It is propor
tional to A NgiG;, that is, to g; II. Gi , as required. 

We know that any eigenvalue of D2 is less than 
(N - 1)-1. Intuition led some physicists to believe 
that it is necessarily less than (~)-1 as in the cir
cumstances of Theorem 6. 1. There is some numeri
cal evidence that in real systems with few electrons 
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the value (~)-1 which occurs for the Hartree-Fock 
model is seldom greatly exceeded. However the pos
sibility that >..~ can be of order N-1 rather than just 
N-2 is what allows a system to go superconducting. 
Thus the value of these bounds is of crucial physical 
significance. 

We know that (N - 1)-1 is the best possible upper 
bound for the eigenvalues of an N-representable D2 
if N is even. The following theorem asserts the 
surprising fact that the sum of any number of such 
eigenvalues has the same upper bound if the eigen
values correspond to a set of mutually strongly 
orthogonal nags. 

Theorem 6.2: If k is any natural number, if {gj}, 
1:s i:s k, is a set of k mutually strongly orthogonal 
natural geminals of an N fermion function 1J1, and if 
A~ is the eigenvalue of D2(1J1) corresponding to gj' 
then 

k 
6 A~:S (N - 1)-1. (6.5) 
;=1 

Proof: If IJ1 = 6 CjgjG j, let X = 61 CigiG j • Since 
the g i occurring in X are mutually strongly orthogonal 
and I C j 12 = A ~, 

k 

<xl (13)x) = ~ >..~ tr[D1(gj)D1(G j )] 2: O. (6.6) , 
Let A = 61 >..~; then 

A2=I(xllJI)12 

But 

= I(A NX I IJ1 12 

:s I(ANxIANX)I. 

(ANXIANX) = (A NxIA NA N-1 X) 

:s (XIA N-1 X). 
Thus 

>..2:s (xIA N-1 x) 

(6.7) 

:s [1/(N-l)][(xlx)-(x!(13)x)] (6.8) 

:s [1/(N - 1)]>... 

Since>.. > 0, it follows that>..:s (N - 1)-1, as we 
wished to prove. 

In the preceding argument we again used the Schwarz 
inequality. The step (6.7) follows from the fact that 
A N is a projector and projection does not increase 
the length of a vector. Equality holds in (6.7) if and 
onlyifANX=AN_lX. By (6.6),ifequalityobtainsin 
(6.8), it occurs in (6.5) only if gj and G j are strongly 
orthogonal for all i, 1:s i:s k. But then, by Theorem 
6.1, A~:S (~)-l so that equality can obtain in (6.5) 
only if 2k 2: N. . 

Equality does obtain in (6. 5) with 2k = N if and only 
if IJ1 is proportional to g1 A g2 A '" A gk' where the 
gj are mutually strongly orthogonal. This follows 
from Theorem 6. 1 from which we can conclude that 
in the assumed circumstances each of the k geminals 
g j is a Grassmann factor of 1J1. For such 1J1, each of 
the gj is a nag of 1J1. (Contrast this with the fact that 
g is a nag of gN only if g is of extreme type.) The 
conag of gl is g2 A g3 A ••• A gk and so on. Further 
A~ = A~ = '" = A~ = (~)-l. A single Slater determi
nant provides the simplest instance of this general 

result if we choose as the gj the Slater geminals [12], 
[34], ... , [N - 1 N]. 

7. DISCUSSION 

The main result above, Theorem 4. 1, assures us of 
the existence of a new class of extreme points of (ll~. 
Though this class is of high dimension, it does not 
exhaust the set of extreme points. The small subset 
determined by those g which have rank N is exactly 
the set of D2 covered by single Slater determinants. 
The convex closure of this set is the so-called Slater 
hull. The essential limitation of the Hartree-Fock 
apprOximation, which has dominated the applications 
of quantum mechanics to physics and chemistry for 
the past forty years, is that it assumes D2 lies in 
the Slater hull. 

The proponents of the Green's function technic be
lieve that they can go beyond the HF approximation. 
As was pointed out by Pruski and the present 
author ,11 they are able to hold this belief only by 
gratuitously-and usually unconsciously-assuming 
that the N-representability problem can be neglected 
when the hierarchy of equations determining the G F' s 
is truncated. Thus the GF technic as currently prac
ticed rests on faith rather than knowledge! The 
single exception to this stricture known to the author 
is the Gorkov ansatz11 in superconductivity theory. 
But this ansatz is equivalent to the basic assumption 
of the BCS theory that the wavefunction of a super
conductor is an AGP. 

The wavefunction appearing in Theorem 4. 4 is an 
AGP supplemented by a Slater determinant and can 
be briefly described as a GAGP-a generalized anti
symmetrized geminal power. In view of the success 
of the AGP function in superconductivity and nuclear 
theory, it now appears that it may be well worthwhile 
to devote as much energy as has been expended on 
the independent particle model, systematically ex
ploring the possibilities of the GAGP approximation, 
moving beyond the Slater hull into the convex closure 
of the extreme points of Theorem 4.4. 

In the course of proving Theorem 4.1, it appeared 
that the exact ground state of the two-particle opera
tor B(g) is gN. 

Perhaps the essential point of this theorem is the 
assertion that the ground state of the N -particle 
Hamiltonian formed from B(g) is nondegenerate. 
When g is of extreme type, Dl(g) is the identity 
operator on R1(g). By a special choice of norbs, 
B(g) then reduces to the Hamiltonian of the simple 
BCS theory. This occurs if, in the familiar physics 
notation, we choose (k,1') and (- k, t), for a small in
terval near the Fermi momentum, as norbs. Apart 
from an additive constant, and a multiplicative con
stant which measures the strength of the interaction 
between two electrons, B(g) then reduces to Plf which 
is the BCS Hamiltonian. This suggests that B~g) 
might advantageously be studied as a model Hamil
tonian for other than superconducting systems. In
deed, it should be possible to solve Eq. (3. 3) Ofl2 
SFDM-ll, which give the I-particle occupation num
bers no = NA~, for the eigenvalues Ao of Dl(g). If so, 
then an}' I-matrix for which the occupation numbers 
less than unity are evenly degenerate can be covered 
exactly by a GAGP function. Since for the HF approxi-
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mation no is either 1 or 0, it follows that GAGP is 
extraordinarily more versatile and that B(g) could be 
used as a model Hamiltonian for a very wide variety 
of fermion systems. 

Regarded as an element of <P~, B(g) determines a 
hyperplane which touches (l>~ at one point and on one 
side of which (l>~ must lie. The equation of the enve
lope of all these hyperplanes can be obtained explicitly, 
as the author plans to show in a future paper. This 
envelope bounds a convex cone containing (l>~. Simi
larly, the family of operators F(g) and the family of 
P g determine two other cones. Thus (l>~ is interior to 
the convex set C bounded by these three cones. It is 
an important unsolved problem to determine the dif
ference set C - (l>~. 

The theorems of Sec. 6 illustrate vividly the thesis of 
Sec. 1 that N-representability-certainly pure N-rep
resentability-forces complex interconnections among 

1 A. J. Coleman, Rev. Mod. Phys. 35,668 (1963). We refer to this 
paper as SFDM-I ("The Structure of Fermi Density Matrices I"). 

2 R. U. Ayres, Phys. Rev.t11, 1453 (1958); C. A. Coulson, Rev. Mod. 
Phys.32, 175 (1960); R. H. Tredgold, Phys. Rev.t05, 1421 (1957). 

3 Notes prepared by J. Veverka of lectures delivered by the author 
at Sanibel Island, Fla., in January 1965 on "Density Matrix 
Methods in Quantum Physics." 

4 Queen's Papers on Pure and Applied MathematiCS, No. 11 (1968), 
edited by A. J. Coleman and R. M. Erdahl. This report also con
tains a valuable survey by Darwin Smith. 

5 H. Kummer, J. Math. Phys. 8, 2063 (1967). 

the eigenvalues and eigenfunctions of D2(w). Unfor
tunately Theorem 5.1 rather discourages our hope 
that 2-matrix technics will open major simplifica
tions for the numerical treatment of electron-elec
tron correlation, implying as it does that the descrip
tion of D2 necessarily requires at least (~) geminals. 
In the current state of the numeric arts, the descrip
tion of even one geminal is an act which cannot be 
enterprized lightly or wantonly! 
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A rigorous, equilibrium statistical mechanical treatment of a fluid in a weak external field is given. The tech
nique involves a cell division which leads to upper and lower bounds for the free energy density. Under a suit
able double limiting procedure these limits coalesce, yielding a free energy consisting of a field -free term plus 
a field-dependent term. The cell division allows a direct physical definition of the local pressure p(s) and the 
local density pta). This treatment provides a rigorous derivation of the thermodynamics of a fluid in a weak 
external field and, in particular, the hydrostatic equation gradP = - p gr ad q, . 

1. INTRODUCTION 

The problem of a fluid in an external field is often 
treated in thermodynamics.! In such an approach, a 
cell division of the system is made such that the ex
ternal field is nearly constant over any given cell, but 
may vary over the entire system. Each cell is. taken 
to be macroscopic in Size, with well-defined thermo
dynamic parameters. The thermodynamiC approach 
to this problem yields the hydrostatic equation 1 or, 
equivalently, the variation of the local chemical poten
tial with external field. The hydrostatic equation is 
used in a variety of applications ranging from a deri
vation of the barometer formula! for an ideal gas to 
the variation of pressure with height for a fluid in a 
gravitational field, as used in the experimental deter
mination of critical exponents. 2 

Since the problem of a fluid in an external field is 
fundamental, it is of interest to obtain a rigorous 
statistical mechanical approach. This is the objective 
of the present paper. The treatment here parallels 
the thermodynamic approach in that a cell division is 
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made and the external field is defined such that in the 
limit, as the number of cells becomes infinite, the 
external field is constant over any cell. This is 
accomplished by a double limiting process. 3 The first 
limit is the thermodynamic limit of the entire system, 
and entails simply increaSing the number of cells. 
This limit is followed by the thermodynamiC limit of 
each cell. The second limit insures that each cell is 
of macroscopic size, with well-defined thermodynamic 
parameters. 

Our approach is to obtain upper and lower bounds on 
the Helmholtz free energy density for the system in 
an external field. The bounds consist of the Helm
holtz free energy density for each cell in the absence 
of an external field plus terms involving the inter
action of each cell with the external field. Following 
the above-mentioned double limiting procedure, the 
upper and lower bounds coalesce determining the 
Helmholtz free energy density for the entire system. 
The pressure, density, and chemical potential of each 
cell are taken to be the local parameters. 
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A rigorous, equilibrium statistical mechanical treatment of a fluid in a weak external field is given. The tech
nique involves a cell division which leads to upper and lower bounds for the free energy density. Under a suit
able double limiting procedure these limits coalesce, yielding a free energy consisting of a field -free term plus 
a field-dependent term. The cell division allows a direct physical definition of the local pressure p(s) and the 
local density pta). This treatment provides a rigorous derivation of the thermodynamics of a fluid in a weak 
external field and, in particular, the hydrostatic equation gradP = - p gr ad q, . 

1. INTRODUCTION 

The problem of a fluid in an external field is often 
treated in thermodynamics.! In such an approach, a 
cell division of the system is made such that the ex
ternal field is nearly constant over any given cell, but 
may vary over the entire system. Each cell is. taken 
to be macroscopic in Size, with well-defined thermo
dynamic parameters. The thermodynamiC approach 
to this problem yields the hydrostatic equation 1 or, 
equivalently, the variation of the local chemical poten
tial with external field. The hydrostatic equation is 
used in a variety of applications ranging from a deri
vation of the barometer formula! for an ideal gas to 
the variation of pressure with height for a fluid in a 
gravitational field, as used in the experimental deter
mination of critical exponents. 2 

Since the problem of a fluid in an external field is 
fundamental, it is of interest to obtain a rigorous 
statistical mechanical approach. This is the objective 
of the present paper. The treatment here parallels 
the thermodynamic approach in that a cell division is 
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made and the external field is defined such that in the 
limit, as the number of cells becomes infinite, the 
external field is constant over any cell. This is 
accomplished by a double limiting process. 3 The first 
limit is the thermodynamic limit of the entire system, 
and entails simply increaSing the number of cells. 
This limit is followed by the thermodynamiC limit of 
each cell. The second limit insures that each cell is 
of macroscopic size, with well-defined thermodynamic 
parameters. 

Our approach is to obtain upper and lower bounds on 
the Helmholtz free energy density for the system in 
an external field. The bounds consist of the Helm
holtz free energy density for each cell in the absence 
of an external field plus terms involving the inter
action of each cell with the external field. Following 
the above-mentioned double limiting procedure, the 
upper and lower bounds coalesce determining the 
Helmholtz free energy density for the entire system. 
The pressure, density, and chemical potential of each 
cell are taken to be the local parameters. 
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For simplicity, we consider a fluid contained in a 
cubic volume V, of edge length L. We take the fluid 
to be in the presence of an external field, w(r, V). 
The precise form of the external field is described 
below. We assume that the interaction between any 
two particles satisfies the conditions4 

u(r)=+oo for 1'<1'0' 

lu(r)1 < Dr-3 -€ for 1';0, 'roo 

(la) 

(lb) 

The pair interaction then consists of a hard core of 
radius 1'0 plus an interaction which falls off at least 
as 1'-3-£. D and E are finite positive constants. The 
condition (1) is imposed so that the analysis can be 
made rigorous. In particular, the hard core places an 
upper bound on the number of particles that can 
occupy a specified volume. Condition (lb) allows the 
neglect, in the thermodynamic limit of the cells, of 
interactions between particles restricted to disjoint 
cells. 

The configurational portion of the Hamiltonian for a 
system of N particles is assumed to be the sum of the 
pair interactions plus the interactions with the exter· 
nal field, 

H= U + W, 
where 

N 

U = ~ L)u(rij ), 
i 1j 

N 

W = L)w(ri,V). 
i=l 

The canonical partition function for the fluid in an 
external field is defined by 

(2) 

(3a) 

(3b) 

A-3N 1 1 Q({3,N, U) = N! "dr1 ••• n drNe-BUe-BW, (4) 

where the temperature is given by ({3k)-l, U is the 
domain of integration with which V is associated, and 
A = h/(21TmkT)1/2 is the thermal wavelength. The 
Helmholtz free energy density in the thermodynamic 
limit is defined by 

f({3, p) = - (3-1lim V-1 InQ({3,N, U), 
V->oo where 

p =N/V. 

(5a) 

(5b) 

The thermodynamic limit, V ~ 00, is taken such that 
the densIty p is held fixed. 

At this point it is convenient to introduce the domain 
w, which we call the "intensive" domain associated 
with U. Each point s in w is obtained from a point r 
in U by the transformation 

(6) 

Since U is taken to be a cube of edge length L, this 
prescription for the "intensive" domain implies that w 
is a cube of unit edge length. The "intensive" domain 
w is then clearly independent of the volume V. 

To assure the existence of f({3, p), we place the follow
ing condition on w(r, V): 

w(r, V) = cp(L -lr ), (7) 

where it is assumed that cp(s), s contained in w, is 

bounded and continuous. ep(s) can be thought of as the 
external field expressed as a function of the "inten
sive" position s. In a very rough sense, ( w(r, V)dr 
is a measure of the external field intera-:!hon. Equa
tion (7) and the assumed boundedness and continuity 
of ep(s) guarantee that 

V-1 i w(r, V)dr = f cf>(s)ds n w 
(8) 

exists and is independent of V. This condition can be 
viewed as similar in nature to the condition5 that the 
integral over all space of a Kac potential exists and 
is independent of the inverse range parameter. 

The entire system is divided into M disjoint cells, 
each cell being a cube of edge length l and volume v. 
We then observe that 

L =M1/3l, 

V=Mv. 

(9a) 

(9b) 

In terms of the "intensive" domain w, this cell division 
appears as a division of the unit cube into M cells, 
each cell of volume M-l. 

The above- mentioned double limiting procedure then 
corresponds to first taking the limit as M ~ 00, fol
lowed by the second limit as v --'> <Xl. Under the first 
limit we note that the condition (7) implies that the 
variation of the external field over any cell approaches 
zero as M--'J 00. This is easily seen by viewing the 
first limit in terms of the cell division of w. The 
external field over any cell is given by cf>(s). As 
M --'J <Xl, the volume of each cell in the "intensive" 
domain approaches zero. The external field over any 
cell then approaches a constant. Such behavior is 
consistent with the thermodynamic approach to the 
problem of a fluid in a weak external field. 

The local thermodynamic parameters are most con
veniently expressed as functions of the "intensive" 
position s. The major results proved below are 

f({3,p) = J [epp + jO({3,p)]ds, 
where W 

p = J pds 
and w 

gradp = - p gradcf> . 

(lOa) 

(lOb) 

(lOc) 

The term f O{{3, p) is the Helmholtz free energy 
density for the fluid in the absence of an external 
field. pes) and pes) are the local pressure and density, 
respectively, where 

P = p af Oa(p{3, p) f O({3 ) ,p. (11) 

Equation (lOa) expresses the Helmholtz free energy 
as an average of a local function consisting of the 
local Helmholtz free energy density in the absence of 
an external field plus a term involving a product of 
the external field and the local density. Equation (lOb) 
simply states that p is equal to the average of the 
local density. Equation (lOc) is the hydrostatic 
equation expressed in terms of the local parameters. 
Under restricted conditions it is also shown that 

P = f pds, 
w 

(12) 

where p represents the bulk pressure defined by 
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P- = P- 0/«(3, 15) /«(3-) 
op ,p . (13) 

Equation (12) leads to the interpretation that P is the 
average of the local pressure. 

n. PROOF OF THE MAJOR RESULTS 

Let {n ,J be a particular configuration of cell occupa
tions such that 

M 

L; na =N. 
a=l 

(14) 

Let 0 a' (! = 1, ... ,M, be the domain of cell a. The 
partition function can then be written6 as 

-3n 
Q«(3 N 0) = L;'(N~1 dr(Y)"'1 dr(Y»)e-BWe- BU 

" n'o 10 n ' 
fila} y=l Y' Y Y Y (15) 

where r~Y) is the position of the kth particle in cell y. 
The summation is over all cell occupations such that 
Eq. (14) is satisfied. We now establish upper and 
lower bounds on the partition function. Under the 
double limiting procedure these bounds coalesce, 
giving an exact expression for /«(3, (5). This procedure 
provides a rigorous proof of the familiar "maximum 
term" method. 

A. Upper Bound for /«(3, (5, 0) 

We first establish an upper bound for /«(3, p, 0) or, 
equivalently, a lower bound for Q«(3,N, 0). Since each 
term in the summation in Eq. (15) is nonnegative, a 
lower bound for the partition function is obtained by 
choosing any single term, i.e., a set {n,), such that 
Eq. (14) is satisfied: 

[ 

M A-3ny 
Q«(3,N, 0) ~ n -n-'- J dr~Y) •.• 

y=l y' 0y 
Define 

J dr~'1)Je-BWe-BU. 
0y '1 (16) 

wy(V) = maxw(r, V), 
rEoy 

(17) 

where the maximum is over all r contained in cell y. 
Then, clearly 

M 

W ~ L; nawa (18) 
a=l 

for each occupation configuration {na }. The bound in 
Eq. (16) can then be weakened as follows: 

( 
M A -3n Y -Bn w J ('1) 1 (y») -BU 

Q«(3,N,O)~ n--,-e yy dr 1 .. · drn e. 
'1=1 n)" 0y 0y Y 

(19) 

We now write each integral over a cell as the sum of 
an integral over the cell free volume 7 and an integral 
over a corridor. The domain O~ of the cell free 
volume is defined such that O~ E Oa and the boundary 
of O~ is everywhere a distance t /2 from the boundary 
of 0a' For the case where Oa is a cube of edge 
length 1, O~ is a concentric cube of edge length [f = 
1 - t. Using this definition of free volume and the 
fact that the integrand in Eq. (19) is nonnegative, we 
obtain 

Q«(3, N, 0) ~ n 4e -Bnywy 1, dr~Y) .. , J f dr~) e -BU. 
[ 

M -3.. ~ 

y=l n y • 0y 0y y 

Since the integrals in Eq. (20) are over the free 
volumes of the cells, we are assured that 
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(20) 

(21) 

MILLARD 

U can now be written as 
M 

U = L;ua + U'. 
a=l 

(22) 

U a contains all intracell interactions for cell a, and 
U' is all intercell interactions. The inequality (20) 
can then be weakened in the following way: 

M ~A-3ny Q«(3,N, 0) ~exp(- (3U~ax)n __ ,_e-BnyWy 
y=l n y . 

x 1 dr(y) .. , J dr(Y)e-BUy) 
Or 1 0s-"y 

M 

= exp(- (3u.' ) n [e-BnywYQO«(3 no')] (23) 
max y=l ' y' y • 

U~ax represents an upper bound on U' and QO is the 
canonical partition function for a fluid in the absence 
of an external field. Taking the logarithm of both 
sides of the inequality (23) and dividing by (3 V, we 
obtain 

M 

/«(3, p, n) ~M-1 L;[waPa + /0«(3, Pa, n~)] + V-1U~ax' 
a=l 

(24a) 

where /0«(3, p, n) is the Helmholtz free energy density 
for a fluid in the absence of an external field and 
where 

Pa =na/v, p=N/V. 

The condition (14) requires 
M 

M-1 L;Pa = p. 
a=l 

(24b) 

(25) 

Since /0«(3, Pa , n~) converges uniformly in the thermo
dynamiC limit,7 we are guaranteed that there exists 
an dv), independent of Pa , such that 

1/°«(3, Pa, n~) - /0«(3, Pal 1 < dv), 
where 

lime:(v) = O. 
v-+oo 

Inequality (24a) can then be written as 
M 

(26a) 

(26b) 

/«(3,p,n)~M-1L;[waPa +/O«(3,Pa)] + dv) + V-1U~ax' 
a=l (27) 

An upper bound on U' for an interaction satisfying Eq. 
(1) is given by8 

(28) 

for t > 2ro, where A is a finite positive constant and 
nmax is the maximum occupation of a cell free volume. 
Since we have assumed a hard core of radius r 0' it 
follows 9 that 

where Pc;, is the close-packing density. Combining 
Eqs. (28) and (29), we can take U~ax to be 

B. Lower Bound for /«(3, 15, 0) 

(29) 

(30) 

We now determine a lower bound for /«3, 15, n). To 
accomplish this, we bound Q«(3,N, n) above by choosing 
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the maximum term in the summation appearing in 
Eq. (15). Since each term in this summation is posi
tive and since there are at most 

g(N,M) = [(N + M-l)I]/[NI(M-l)l] (31) 

terms in the sum, we find 

(32) 

The maximum is taken with respect to all cell occupa
tions {n,J, satisfying Eq. (14). Define 

wy(V) = maxw(r, V} - minw(r, V). (33) 
rEor rEo y 

Then, usingEqs.(3b), (17) and (33), we observe that, for 
a given set in,.}, 

M M 
W :::::~noJ minw(r, V)]::::: ~nawa - nmaxw' (34a) 

a=l rEna a=l 
where 

M 

if = ~wa' (34b) 
a=l 

The bound given by Eq. (32) can then be weakened as 

Q({3, N, n) ~ gf.N, M) exp(j3nmax W) max 
{na} 

x ~(~ A-3~y e -Bnrwy 1 dr~)... 1 dr~~ e -s0. (35) 
~ y=l n1" 0y or rJ J 

U can be written as the sum of two terms as in Eq. 
(22). Note, however, that no corridor has been con
structed at this point. The inequality (35) can then be 
written as 

Q({3,N, n) ~ g(N,M) exp({3nmax W)exp(- {3U~in} max 

X (~, [e -'",', QO (~, ny, n y) ~{" a' (36) 

U~in represents a lower bound on the intercell inter
actions U' . In writing Eq~ (36) we have anticipated the 
fact [see Eq. (39)] that the U~in used in this calcula
tion is independent of any particular occupation {nJ. 
Taking the logarithm of both sides of Eq. (36) and 
dividing by j3V, we obtain 

f({3, 15, n) ::::: - max (- M-1 t [w;p; + f O({3, Py , ny)]\ 
{Pal y=l I} 

- ({3V)-l Ing(N M) - V-ln W + V- 1u.' . , max mln' 

(37) 
subject to Eq. (25). In obtaining Eq. (37), the logarithm 
and max were commuted. This is valid since the 
logarithm is a monotonic function. Using the uniform 
convergence properties of f O, i.e., Eq. (26), we find 

j({3, p, n) ::::: min (M-l ~ Iwypy + jO({3, pY)]\ - E(v) 
{Pal \ y=l I} 

- ({3 V)-1 Ing(N, M) - V- 1n max W + V-lU~in' (38) 

A fictitious corridor for each cell is now constructed 
so as to coincide with the corridor constructed in 
obtaining the upper bound for f({3, p, (2). For such a 
construction and an interaction satisfying Eq. (1), an 
expression for U~in can be writtenlO as 

U~in = - ANPc(I' + 2ro)3t-3-£ 

- PCIfl/M[(l' + t + 2roM-l/3)3 - (1' - 2rO)3]. 
(39) 

Ifl' is a lower bound on the interaction of any particle 
with all its neighbors and A is the same constant 
appearing in Eq. (28). For interactions satisfying Eq. 
(1), Ifl' is a finite constant.l1 

C. The Free Energy 

We operate on both sides of Eqs. (27) and (38) with the 
double limiting procedure lim v.... limM .... aci. The second 
limit, v ~ 00, can be constructed7"'such that 

t/V1/3~0, vlt3+€~0 asv~oo. (40) 

Using Eqs. (30), (39), and (40), we observe that 

lim lim V-1U~ax = 0, (41a) 
v~oo M-+oo 

lim lim V-1U~in = O. 
v-+oo M-t>oo 

Further, by Eqs. (26b) and (31) we find 

lim lim e:(v) = 0, 

lim lim V-1 1ng(N,M) = O. 
v-+oo M-+oo 

Finally, using Eq. (29), we observe that 

!V-lnmaxWI ~ M-1p)V. 

(41b) 

(42a) 

(42b) 

(43) 

But by Eqs. (33) and (34), the limit as M ~ 00 of M-1W 
is just the difference of the upper and lower Riemann 
integrals of cp(s), which must vanish. Therefore, 

lim V-1nmaxW = O. (44) 
M"'oo 

We thus conclude that 

f({3,p):;::; lim lim min fM-1:B[WyPr + fO({3,p >l), (45) 
v .... oo M .... oo {Pal \ y=l Y 

subject to Eq. (25). In writing thi$ expression we have 
used the fact that Eq. (27) was valid for any choice of 
{PJ satisfying Eq. (25). 

Since f O({3, p) is a convex downward function, 7 we are 
assured that an extremum of the bracket term in Eq. 
(45) is an absolute minimum. Extremizing the bracket 
term in Eq. (45), using a Lagrange multiplier to satisfy 
the constraint Eq. (25), we obtain the condition 

~ Wy + a = A, (46) Pr 
where A is the Lagrange multiplier. This set of equa
tions determine {py} which minimize the bracket term 
in Eq. (45). Equation (45) can be written as 

f({3,ii) lim lim (M-II;[wypy + jO({3,py )]\ (47) 
v .... oo M .... oo y=l I) 

where {p) are determined by Eqs. (25) and (46). 

The second term on the left-hand side of Eq. (46) is 
just the chemical potential for a fluid of density p in 
the absence of an external field, i.e., we define Y 

_ ojO({3,Py) 
l1y - op 

y 
(48) 
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Equation (46) is then simply 

(49) 

If this equation is written for two adjacent cells, say 
cells i' and y + 1, we obtain the equality 

(50) 

We observe that, as M ~ co, the right-hand side of Eq. 
(47) becomes a Riemann integral, Le., in terms of the 
"intensive volume" the summation in Eq. (47) appears 
as a Riemann sum over divisions of volume M-l. 
Equation (47) can then be written as (suppressing the 
tilde notation) 

f«(3,p) = J [¢p + fO«(3,p)]ds, 
w 

(51) 

where p(s) is determined by Eqs. (25) and (46). Equa
tion (25) also goes over to a Riemann integral, 

p = I pds. 
w 

(52) 

D. Hydrostatic Equation and Local Pressure 

If both sides of Eq. (50) are divided by M-ll3, this 
expression goes, in the limit M ~ co, to a differential 
relation between p. and cP, 

gradp. = - gradcP. (53) 

In the limit as M ~ co, Eqs. (46) and (49) go over to 
their appropriate continuum identities. Equations 
(46), (51), and (52) then determine the Helmholtz free 
energy density for a fluid in an external field exactly. 

Equation (53) is equivalent to the hydrostatic 
equation, 

gradP == - p gradcP , (54) 

where p is the local pressure associated with a fluid 
in the absence of an external field with density p, Le., 

afO 
p = p a,; - fO = pp. - fO. (55) 

Using the continuum form of Eq. (49) and integrating 
Eq. (55) over the "intensive volume", we obtain the 
expression 

J pds = >..1 pds- I (cPP + fO)ds. w w w (56) 

* Present address, Department of PhYSiCS, University of Missouri
Rolla, Rolla, Missouri 65401. 
See, for example: E. A. Guggenheim, Thermodynamics (North
Holland, Amsterdam, 1967), 5th ed., Chap. 9; D. ter Haar and H. N. S. 
Wergeland, Elements of Thermodynamics (Addison-Wesley, 
Reading, Mass., 1966), Chap. 9. 

2 See, for example, Sec. 2 of P. Heller, Rept. Progr. Phys. 30 (Part 
11),731 (1967). 

3 We note that the order of these limits can, in fact, be interchanged. 
The bounding arguments leading to Eqs. (27) and (38) are carried 
out before either limit is taken. Equations (41)-(44) remain valid 
if the order of the limits are interchanged. Further, the bracket 
term in Eq. (45) is independent of v. We therefore conclude that 
j({3, p) = lim lim j({3, p, n) = lim lim j({3, p, n). 

v-+oo M-+oo M-oo v-co 

4 These conditions are the same as Eqs. (2. 2) and (2. 3) of O. 
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Via Eqs. (51) and (52), this equation can be written as 

I pds ::::: >..p - f«(3, pl. 
w 

(57) 

From the form of this expression it is quite tempting 
to associate I pds with the pressure and A with the 

w 

chemical potential of the system in an external field. 
The association of A, given by Eq. (49), with the 
chemical potential is the basis for the usual thermo
dynamic treatment of this problem. l The association 
of I pds with the pressure of the system with an 

w 

external field is reminiscent of the definition of local 
pressure due to Stillinger and Buff. l2 

The above aSSOCiation can, in fact, be made precise as 
follows. The pressure p and the chemical potential jl 
for a fluid in an external field can be defined by 

- - af«(3, p) 
p = p op f«(3, p), (58a) 

,-; _ af«(3, p) 
,... - ap (58b) 

If cP (s) and fO «(3, p) are such that a partial derivative 
with respect to j5 can be interchanged with the integral 
over the domain w appearing in Eqs. (51) and (52), 
then Eqs. (58) can be used to determine p and jl 
explicitly. Assuming the interchange of the derivative 
and integral is valid,l3 we obtain from Eqs. (51) and 
(52) 

jl = ;~ = fw ;p [</J p + fOlds = fJcP + a'~~dS 
= AI a°e.ds ::::: A. 

w p 

Equation (57) then implies that 

p == I pds. 
w 

(59) 

(60) 

Under this assumption of interchanging the order of 
differentiation and integration, we thus observe that 
the association of p with I pds and jj. with>.. is exact. 

w 
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Lower Bounds of the Energy Eigenvalues of Systems Containing Identical Particles 
Robert H. T. Yeh 

Department of Ph)'sics alld Astronomy, State Ul1il'ersity of Neu' Yor!?, Buffalo, Nell' Yor!? 14214 
(Received 28 July 1971) 

Lower bounds of the energy eigenvalues of systems containing identical particles were obtained by a generali
zation of the method of Calogero and Marchioro [J. Math. Phys.10, 562 (1969)]. 

It is desired ~o find a lower b9und f9r the ith energy 
eigenvalue E;, i = 1, 2, ... , E; :;:: E1J if i > j), of the 
following Hamiltonian of N identical particles, 

N N N 

HN = ETi + E' Vi' + Ewp (1) 
i =1 i j =1 J ; =1 

where E' excludes i = j terms, T;(Wi ) is the kinetic 
energy (external potential energy) of the ith particle, 
and V .. (= V .. ) is one-half of the two-body potential 
energy bet\J~en particle i and particle j. 

We shall derive a lower bound of Et py the Rayleigh
Ritz method. 1 Let us consider the following Hamil
tonian of a comparison system, 

where n ~ N, and h, g, I 's are arbitrary numbers 
satisfying the following constraints: 

n n n 

Eh;=N, 
;=1 

E 'gij = N(N - 1), 
i =1 

Eli = N. (3) 
;=1 

Let us now choose the orthonormal set of eigenfunc
tions of HN , {1/Ik.1/I~ •.. , 1/It}, as the trial functions 
of Hn (h, g,j). Although 1/1 N' S are not eigenfunctions 
of Hn(h, g,/), because they are completely symmetric 
or anti symmetric under the exchange of any two 
coordinates i, j, we have from Eq. (3) 

(4) 

Thus by using the Rayleigh-Ritz method, we have 

1 S. H. Gould, Variational Methods for Eigenl'alue Problems (Oxford 
U.P., London, 1966), 2nd ed., Chap. 4. 

Et :;:: E,;(h, g, f). (5) 

This result is a direct generalization of Calogero and 
Marchioro's result2 for the ground state energy. In 
particular, Theorem 1 of Ref. 2 can be generalized as 
follows: 

(6) 

or the ith eigenvalue of HN is not less than N/2 times 
the ith energy eigenvalue of the system composed of 
two such particles interacting with the same external 
potential and among themselves through a two-body 
interparticle potentiai, which is N - 1 times stronger 
than the original interparticle potential. It is easy 
to see that Eq. (5) can be generalized to systems 
containing several different groups of identical part
icles, provided that, in addition to Eq. (3) for each 
group of identical particles, we also impose the 
following constraints: 

n m 
EE Gi · =NM, 
;=1 j =1 J 

(7) 

for the interaction energy Et=1 E j"!1 Gij v ij ' of two 
groups of identical particles in the comparison Hamil
tonian. Those theorems of Ref. 2 which are based 
upon the separation of H N into several decoupled sub
systems have no simple analogy in the case of higher 
energy eigenvalues, as the nth (n '" 1) energy eigen
value of the total subsystem is in general not equal 
to the sum of the nth energy eigenvalues of sub
systems. 

2 F. Calogero and C. Marchioro, J. Math. Phys. 10, 562 (1969). 

Upper and Lower Bounds of the Eigenvalues of a Second-Order Linear Self-Adjoint Differential 
Equation 

Robert H. T. Yeh 
Department of Physics alld Astronomy, State University of New Yor!?, Buffalo, Nez;' Yor!? 14214 

(Received 30 July 1971) 

Upper and lower bounds of the eigenvalues of a second-order linear self-adjoint differential equation were 
obtained by a generalization of the methods of Nordtvedt [J. Math. Phys.8, 1406 (1967)]. 

It has been shown that 1 the eigenvalue problem of 
various types of second-order linear, self-adjoint, 
differential equation 

L[u] + Apu = 0, p> 0, 

for a domain G with the boundary condition u = 0. 

(1) can be reformulated into maximum-minimum 
problems of the quadratic functional- fa uL(u}dv 

/( J
G

Pu2dv). 

(1) 

(2) If eigenfunctions of Eq. (1) are ordered according 

227 

to increasing eigenvalues, then the nodes of the nth 
eigenfunctions un' n = 1,2, ... ,divide the domain G 
into no more than n subdomains. (In particular, u 1 

has no node and u2 has exactly one node in G). 

(3) The nth eigenvalue for a domain G never exceeds 
the nth eigenvalue for a subdomain of G. 

To find an upper bound of the nth eigenvalue An' let 
us first consider a trial function u T ' which has (n - 1) 
nodes in G. [I.e., uT divides G into exactly n subdo
mains Ga' u T can always be constructed from sim
ple polynomials. E.g., 1Ti(U - u;)(y - Yi) if u has two 
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independent variables. The optimum value of the 
upper bound is obtained by adjusting the position of 
the nodes xpY i 's.] Then we clearly have 

\(T) =' - fC
a 

UTL(UJ,)dv/(JGaPUT2dV) 2: \(~), (2) 

where \(~) is the smallest eigenvalue of Eq. (1) with 
domain Ga and the boundary condition U = O. If two 
neighboring subdomains Ga,G B had different funda
mental tones (A(~) '" A(i», then by using the property 
(3) stated above, we could raise the fundamental 
tone of one and lower that of the other by moving the 
nodal point (xi'Yi 's) which they have in common, so 
that both subdomains would have the same funda
mental tones. Thus, there exists eigenfunctions of 
Eq. (1) with (n - 1) nodes and max{\(a)} 2: A(n), where 
A.<n) is the smallest eigenvalue of Eq. (1) which has 
an eigenfunction with (n - 1) nodes. This together 
with Eq. (2) implies that 

(3) 

where the last inequality follows from the property 
(2) stated in the first paragraph. Equation (3) is the 
desired upper bound of An' It involves the computa
tion of 2n integrals of Eq. (2), a = 1, ... ,n, in com
parison with the computation of 2n,2,n' 2: n,matrix 
element integrals and the diagonalization of an' x n' 
matrix in the Rayleigh-Ritz procedure. 2 Equation 

1 R. Courant and D. Hilbert; Me/hods of Ma/hematical PI,ysics 
(Inter science , New York, 1937),lst English ed., Chap. 6. 

(3) is a direct generalization of Nordtvedt's result3 
for the one-dimensional Sturm- Liouville equation. 

In many cases, we can integrate the following expres
sions: 

T r (L-1 p)2 =,£JGuiP{L-1p)2uidv =6iAi-2, (4) 

where L-1 is the inverse operator of L. Then, a lower 
bound of An can be obtained via the following inequal
ity: 

An 2 2: [T
r

(L-1 p)2 -A
m

- 2]-1 2: [T
r

(L-1p)2 - X
m

- 2]-1,(5) 

where ~m is an upper bound of Am{any m, m '" n), 
obtained, say, by using Eq. (3) for Am' 

Equations (3) and (5) also hold for eigenvalue pro
blems [Eq. (1)] with homogeneous boundary condition 
of the form au/an + au = 0, where a Ian denotes differ
entiation in the direction of the outer normal. This 
is because the nth eigenvalue A~ of Eq. (1), with the 
boundary condition au/an + au = 0, is never larger 
than the nth eigenvalue An of the corresponding pro
blem with the boundary condition u = 0 2 • Thus Xn of 
Eq. (3) is also an upper bound of A~. It is plausible 
that these results still hold for more general bound
ary conditions and for differential operators involv
ing higher-order derivatives, as usually a corres
ponding quadratic functional for this generalized 
eigenvalue problem can be found. 

2 S. H. Gould, Varia/iollal Me/hods for Eigenvaille Problems (Oxford 
U .P., London, 1966), 2nd ed., Chap. 4. 

3 K. Nordtvedt, Jr .,J. Math. Phys. 8,1406 (1967). 

Reduction of a Class of Nonlinear Integral Equations to a Cauchy System 

Harriet Kagiwada and Robert Kalaba 
Ulli,'ersil\, of Soa/llerll Cali/umia, Los Allgell's, Calijurllia 

and 

Chung-Chun Yang 
Nal'''/ Researcll La/lUra/orr, WasililW/f)//,D.C. 

(Received 29 June 1971) 

It is shown that a wide class of nonlinear integral equations can be transformed into a Cauchy system. Then it 
is shown that a solution of the Cauchy system provides a solution of the original nonlinear integral equation. 
Such reductions are important because modern computers can solve initial value problems with speed and 
accuracy. There are intended applications in the theories of multiple scattering, optimal filtering, and lateral 
inhibition of neural systems. This new approach makes no use of successive approximations or series ex
pansions. 

1. INTRODUCTION 

In recent years much effort has been devoted to the 
transformation of linear Fredholm integral equations I 
into Cauchy systems, i.e., differential equations with 
known initial conditions.2-4 The importance of this 
reduction resides in the fact that modern digital com
puters can integrate large systems of ordinary dif
ferential equations subject to known initial conditions 
with speed and accuracy. 5 

the equivalence between the nonlinear integral equa
tion in Eq. (1) below and a certain Cauchy system. 

In spite of the theoretical emphasis on linear func
tional equations, nature resolutely provides us with 
example after example of nonlinear behavior in which 
cause and effect are not proportional. 6,7 In particular, 
nonlinear integral equations of Hammerstein type 
have been studied much. 8,9 This paper is devoted to 
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The Cauchy system is derived and validated in Sec. 2 
and 3, and Sec. 4 provides some computational aspects. 

Our method does not involve the usual successive 
approximations or series expansions. 

2. DERIVATION 

Consider the class of nonlinear integral equations 

u(t) =g(t,A) + AJ~k(t,y,A,U(y»dy, 
o ::; t:s 1, O:s A :s A. 

To call attention to the dependence of a solution u 
upon A, as well as upon t, we shall write 

(1) 
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independent variables. The optimum value of the 
upper bound is obtained by adjusting the position of 
the nodes xpY i 's.] Then we clearly have 

\(T) =' - fC
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UTL(UJ,)dv/(JGaPUT2dV) 2: \(~), (2) 

where \(~) is the smallest eigenvalue of Eq. (1) with 
domain Ga and the boundary condition U = O. If two 
neighboring subdomains Ga,G B had different funda
mental tones (A(~) '" A(i», then by using the property 
(3) stated above, we could raise the fundamental 
tone of one and lower that of the other by moving the 
nodal point (xi'Yi 's) which they have in common, so 
that both subdomains would have the same funda
mental tones. Thus, there exists eigenfunctions of 
Eq. (1) with (n - 1) nodes and max{\(a)} 2: A(n), where 
A.<n) is the smallest eigenvalue of Eq. (1) which has 
an eigenfunction with (n - 1) nodes. This together 
with Eq. (2) implies that 

(3) 

where the last inequality follows from the property 
(2) stated in the first paragraph. Equation (3) is the 
desired upper bound of An' It involves the computa
tion of 2n integrals of Eq. (2), a = 1, ... ,n, in com
parison with the computation of 2n,2,n' 2: n,matrix 
element integrals and the diagonalization of an' x n' 
matrix in the Rayleigh-Ritz procedure. 2 Equation 
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(3) is a direct generalization of Nordtvedt's result3 
for the one-dimensional Sturm- Liouville equation. 

In many cases, we can integrate the following expres
sions: 

T r (L-1 p)2 =,£JGuiP{L-1p)2uidv =6iAi-2, (4) 

where L-1 is the inverse operator of L. Then, a lower 
bound of An can be obtained via the following inequal
ity: 

An 2 2: [T
r

(L-1 p)2 -A
m

- 2]-1 2: [T
r

(L-1p)2 - X
m

- 2]-1,(5) 

where ~m is an upper bound of Am{any m, m '" n), 
obtained, say, by using Eq. (3) for Am' 

Equations (3) and (5) also hold for eigenvalue pro
blems [Eq. (1)] with homogeneous boundary condition 
of the form au/an + au = 0, where a Ian denotes differ
entiation in the direction of the outer normal. This 
is because the nth eigenvalue A~ of Eq. (1), with the 
boundary condition au/an + au = 0, is never larger 
than the nth eigenvalue An of the corresponding pro
blem with the boundary condition u = 0 2 • Thus Xn of 
Eq. (3) is also an upper bound of A~. It is plausible 
that these results still hold for more general bound
ary conditions and for differential operators involv
ing higher-order derivatives, as usually a corres
ponding quadratic functional for this generalized 
eigenvalue problem can be found. 

2 S. H. Gould, Varia/iollal Me/hods for Eigenvaille Problems (Oxford 
U .P., London, 1966), 2nd ed., Chap. 4. 

3 K. Nordtvedt, Jr .,J. Math. Phys. 8,1406 (1967). 
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is shown that a solution of the Cauchy system provides a solution of the original nonlinear integral equation. 
Such reductions are important because modern computers can solve initial value problems with speed and 
accuracy. There are intended applications in the theories of multiple scattering, optimal filtering, and lateral 
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1. INTRODUCTION 

In recent years much effort has been devoted to the 
transformation of linear Fredholm integral equations I 
into Cauchy systems, i.e., differential equations with 
known initial conditions.2-4 The importance of this 
reduction resides in the fact that modern digital com
puters can integrate large systems of ordinary dif
ferential equations subject to known initial conditions 
with speed and accuracy. 5 

the equivalence between the nonlinear integral equa
tion in Eq. (1) below and a certain Cauchy system. 

In spite of the theoretical emphasis on linear func
tional equations, nature resolutely provides us with 
example after example of nonlinear behavior in which 
cause and effect are not proportional. 6,7 In particular, 
nonlinear integral equations of Hammerstein type 
have been studied much. 8,9 This paper is devoted to 
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The Cauchy system is derived and validated in Sec. 2 
and 3, and Sec. 4 provides some computational aspects. 

Our method does not involve the usual successive 
approximations or series expansions. 

2. DERIVATION 

Consider the class of nonlinear integral equations 

u(t) =g(t,A) + AJ~k(t,y,A,U(y»dy, 
o ::; t:s 1, O:s A :s A. 

To call attention to the dependence of a solution u 
upon A, as well as upon t, we shall write 

(1) 
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u = u(t, A), 0::::: t ::::: 1, 0 ::::: A ::::: A. (2) 

Equation (1) becomes 

u(t, A) = g(t, A) + An k(t, y, A, u(y, A» dy, 

o 5 t::::: 1, 0 ::::: A ::::: A. (3) 

The parameter A may occur naturally, or it may be 
artificially introduced. Assume that a solution u is 
differentiable in A, and differentiate both sides of 
Eq. (3) to obtain the relation 

up, A) = gA(t, A) + J~ k(t, y, A, u(y, A» dy 

+ AJ~kx(t,y,A,U(y,A»dy 
+AJ~ku(t,y,A,U(y,A»UA(y,A)dy. (4) 

Equation (4) is viewed as a linear Fredholm integral 
equation in which the kernel is ku, and the first three 
terms on the right-hand side are forcing terms. 

Assume that the linear Fredholm integral equation 

W(t,A) = F(t,A) + AJ~ku(t,y,A,U(y,A»W(y,A)dy, 
0::::: t::::: 1, (5) 

possesses a unique solution for 0 ::::: A ::::: A, where u is 
a solution of Eq. (3) and F is arbitrary. In terms of 
the resolvent kernel K, the solution of Eq. (5) is re
presented as 

W(t,A) = F(t,A) + AJ~K(t,y,A)F(y,A)dy, 0::::: t::::: 1. 
(6) 

The resolvent kernel K itself satisfies the integral 
equation 

K(t,y, A) = kJ,t,y,A,U(y,A» 

+ >.. n ku(t, y', A, u(y', A»K(y', y, A)dy', 

0::::: t, y S 1, 0 S A sA. (7) 

Returning to Eq. (4), we find that the solution uA may 
be represented in the form 

UA(t,A) = W(t,A) + AJ~K(t,Y',A)W(yl,A)dy', 

where the function l)i is given by 

>Ii(t, A) = gA(t, A) + J~ k(t, y', A, u(y', A»dy' 

+ AJ~ kA(t,y', >.., u(y', A»dy', 

0::::: t::::: 1, 0 ::::: A ::::: A. 

(8) 

(9) 

Equations (8) and (9) form a differential equation for 
the unknown function u, the other unknown function 
being the resolvent kernel K. From Eq. (3) we see 
that the initial condition on the function u at >.. = 0 is 

u(t, 0) = g(l, 0), O:oS t:oS 1. (10) 

Next we obtain a differential equation for the resol
vent kernel K. Through differentiation, Eq. (7) be
comes 

KA(t,y,A) = kuA(t,y,A,U(y,A» + kuu(t,y,A,U(y,A»ub,A) 

+ 16 ku(t,y', A, U(y', A»K(y', y, A)dy' 

+ AJ~ kUA(t, y', A, u(y', A»K(y', y, A)dy' 

+ AJ~ ku,/.t, y', A, u(j ,A»ub', A)K(y',y, A)dy' 

+ AJ~ kJ,t, y', A, U(y', A»KA(y', y, A)dy I. (11) 

This is considered to be a linear Fredholm integral 
equation for the function KA• The kernel is as inEq. (5), 
and the first five terms on the right-hand side are 
taken to be inhomogeneous terms. For simplicity we 
introduce the auxiliary function Q to be the sum of 
these forcing terms, and, making use of Eq. (8), we see 
that 

Q(t,y,A) = kutt,y,A,U(y,A» + k,.J.t,y,A,U(y,A» 

x ('l1(y, A) + AJ~K(y,Y',A)l)i(Y',A)dy') 
+ Jo1kJ,t,y',A,U(Y',A»K(y',y,A)dy' 

+ AJ~ kUA(t,y', A, u(y', A»K(y', y, A)dy' 

+ AJ~kuJ.t,Y',A,U(Y',A» 
x (W(yl, A) + >..J~ K(y', y", A)l)i(y", A)dy") 

X K(y',y,A)dy'. (12) 

It follows that the solution of Eq. (11) may be written 
in the form 

KA(t,y,A) = Q(t,y,A) +AJ~K(t,yl,A)Q(Y',y,A)dyl, 
o :oS t, Y ::::: 1, 0 ::::: A ::::: A. (13) 

The initial condition on the resolvent kernel K at 
11.= 0 is 

K(t,y, 0) == k (t,y, O,g(y, 0», 
w 

o ::::: t, y ::::: 1, (14) 

which follows from Eq. (7). 

Let us now summarize the Cauchy system for the 
functions u and K. The initial conditions at A = 0 are 
giveninEqs.(10) and (14). The differential equations 
are Eqs. (8) and (13), the auxiliary functions \ji and Q 
being defined in Eqs. (9) and (12). 

Notice that solution of the Cauchy system provides the 
desired parameter study in A, and no successive 
approximations or series expansions are used. A 
numerical technique is given in Sec. 4. 

3. VALIDATION 

We shall now show that a solution of the Cauchy sys
tem in Eqs. (10), (14), (8), (13), (9), and (12) provides a 
solution of the nonlinear integral equation (3). We 
begin by showing that K, as determined by the Cauchy 
system, satisfies Eq. (7). Introduce the auxiliary func
tion (lI by means of the definition 

(lI(t,y, A) = ku(t,y',A,U(y',A» 

+ xJ~ kJ,t, y', >.., u(y', X»K(y I, y, A)dy', 

Ost,y:::::1,0:::::A:::::A. (15) 

Then by differentiation anduseofEqs.(8) and (13) we 
see that 

(lIA(t, y, >..) = kUA(t, y, >.., u(y, >..» + k,.,.(t, y, A, u(y, A»ub, A) 

+ J~ku(t,Y',A,u(Y',A»K(Y',y'A)dyl 
+ AJ~ kUA(t,y', A, u(y', A»K(y',y, A)dy' 

+ A J~ kuu(t, y', A, !l(Y', A»uA(Y " A)K(y', y, A)dy' 

+ AJ~ ku(t,y',A, u(y', A»KA(y',y, A)dy', (16) 
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exx.(t,y,A) = kUx.(t,y,A,U(y,A)) + kw(t,y,A,U(y,A» 

x (>I1(y,X) +XJ~K(y,Y',X)>J!(y',X)dy') 
+ J~ ku(t, y', X, u(y', X»K(y', y, X)dy' 

+ XJ~kux.(t, y', X, u(y', X»K(y', y, X)dy' 

+ xn kw(t, y', A, u(y', A» 

X (\"{I(y', A) + XJ6K(y', y", A)>I1(y", X)dy") 

X K(y', y, A)dy' 

+ AJ~ ~(t, y', A, u(y', X» 

X (Q(Y', y, A) + AJ~K(y', y", X)Q 

(y", y, A)dy")dy'. (17) 

It follows that 

ax.(t, y, X) = Q(t, y, X) + XJ~(ku(t, y', A, u(y', X» 

+ An ku(t, y If, A, u(y" , X»K(y", y', X)dy") 

x Q(y',y,X)dy'. (18) 

Keeping the definition of ex in mind [Eq. (15)], we find 
that the function ex satisfies the differential equation 

exp,y,X) = Q(t,y,X) +xJ~ex(t,Y',X)Q(Y',y,X)dy', 
o ~ t, Y ~ 1. (19) 

The initial condition at X = 0 is 

a(t,y, 0) = ku(t,y, O,g(y, 0», 0 ~ t,y ~ 1. (20) 

Comparing Eqs. (19) and (20) against Eqs. (13) and (14), 
and, assuming uniqueness of solution, it is seen that 

a(t,y,X) = K(t,y,A) (21) 
or 

K(t,y,X) = ku(t,y,x,u(y,X)) 

+ xJ~ ku(t, y', X, u(y', X))K(y', y, X)dy', 

o ~ t, Y ~ 1, 0 :s X :s A. (22) 

Lastly, we introduce the function {3 to be 

(3(t, X) = g(t, X) + xJ~ k(t, y, X, u(y, X»dy, 

O:s 1 :s 1, 0 :s X ~ A. (23) 

Differentiation with respect to A shows that 

f3x.(t, X) = gx.(t, X) + J~ k(t, y, X, u(y, A»dy 

+ xJ~ kx.(t, y, A, u(y, X))dy 

+ X J~ ku(t, y, X, u(y, A»Ux.(Y, X)dy. (24) 

UsingEqs. (9) and (8), we reduce Eq. (24) tothe form 

f3x.(t, >..) = w(t, A) + AJ~ ku(t, y, A, u(y, A)) 

X (\[!(Y, >..) + XJ~K(y,y', X)\[!(y', A)dy')dy (25) 
or 

f3x.(t, x) = >I1(t, X) + xJ~ (R.(t, y, X, u(y, A» 

+ AJ~ ~(t, y', X, u(y', A»K(y', y, X)dy') 

X w(y, x)dy. (26) 

1 R. Courant and D. Hilbert, M el//Ods vI lvl{(lllem{(/ic{(/ P/lysics 
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(1970). 
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Making use of Eq. (22), we observe that 

f3x.(t, >..) = \[!(t, A) + XJ~K(t, y, A)\[!(y, X)dy, O:s t:s 1. 
(27) 

Furthermore, from the definition of the function f3 in 
Eq. (23) we have 

(3(t,O) = 1J(t, 0), 0 ~ t:s 1. (28) 

Keeping Eqs. (8) and (10) in mind, we see that 

(3(t, A) = u(t, A), 0 :s t :s 1, 0 :s X :s A, (29) 
i.e., 

U(t,A) = g(t,A) + XJ~k(t,y,A,u(y,X))dy, 
o :s t:s 1, 0 :s X ~ A, (30) 

which completes the demonstration. 

4. NUMERICAL ANALYSIS 

The Cauchy system may be handled numerically by 
using the method of lines.1o Much previous ex
perience indicates the efficacy of such an approach. 2, 3 
The general idea is to approximate integrals on the 
interval (0,1) by means of a quadrature formula of 
order N, 

1 N 
Jo!(Y)dy 2! L;!(ri)w i • (31) 

i=1 

In that way the differential integral equations are 
approximated by a system of ordinary differential 
equations as closely as desired. By introducing 

(32) 

(33) 

K(rp rj , X) = Ki/X), i,j = 1,2, "', N, o ~ A ~ A, 
(34) 

Eq. (8) becomes,for example, 
N 

dui(X)/dX = >I1iA) + A z:; Kim(A)\[!m(A)Wm, 
m=1 

(35) 

with similar equations approximating Eqs. (13), (9), and 
(10) and the initial condition inEqs. (10) and (14). In 
all, there are N2 + N ordinary differential equations 
subject to known initial conditions. In 1971 this is 
reasonable for N 2! 50. 

Successful calculations for the Ambarzumian integral 
equation of radiative transfer have been done.1l,12 

5. DISCUSSION 

In this paper we have shown the equivalence between 
a general class of nonlinear integral equations and a 
Cauchy system. Much remains to be studied analyti
cally, especially with regard to bifurcation pheno
mena. On the computational side, we plan to under
take sample calculations in radiative transfer, 12 
optimal filtering and modulation,13 and neuro
physiology. 7 

3 H. Kagiwada, R. Kalaba, and B. Vereeke, J. Approximation Theory 
1,355 (1968). 

4 J. Buell, J .CasU, R. Kalaba, and S. Ueno, J. Math. Phys. 11, 1673 
(1970). 
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In this work, operator valued measures are used to study finite and infinite sequences of measurements. It is 
shown that to each such process q" there is uniquely associated a probability operator measure 0 q" which 
contains all the statistical properties of the process, In order to make this association for infinite processes, 
the operator valued equivalent of the Kolmogorov extension theorem is needed. This theorem is given and 
proved, It is then shown that for each q" and each set E of possible outcome sequences, there are two ways to 
find the probability that carrying out q" on a system in state p gives an outcome sequence cp in E, The usual 
method of repeating q" on p over and over again generates a sequence 0/ of outcome sequences cp. The proba
bility is obtained as the limit relative frequency that O/(j) is in E,for j = 0,1, .... The other, new, method is 
the repeated measurement of 01" on p. The remarkable aspect of this equivalence is that the mathematical 
procedures of the usual method for determining if O/(j) is in E or not 'disappear' into the operators O~" of 
the new method. This is discussed in some detail and examples are given. 

1. INTRODUCTION 

Although not yet in wide use, operator valued meas
ures appear to be a useful tool, particularly for the 
study of processes in Quantum Mechanics. This is 
exemplified by the work of Davies and Lewis1 who 
have given a very general treatment applicable to 
processes with a finite number of steps. In particu
lar, their description of sequences of measurements 
allows use of observables with continuous spectra 
and does not use Von Neumann's projection postu
lates. 2 

In this paper, the relationship between compound pro
cesses and operator valued measures is studied 
further. The work here is more restricted than that 
of Davies and Lewis in that the usual formalism, 
which is restricted to observables with discrete 
spectra and uses Von Neumann's projection postulate, 
is employed. It is more general in that the treatment 
includes processes with an infinite number of steps. 

A main result of this work is that to each compound 
process of a finite or infinite number of steps there 
is associated in a unique manner a probability opera
tor measure which contains or encodes all the statis
tical properties of the process. Furthermore, this 
association is exhaustive in that all processes of the 
type studied here are included. That is, the operator 
sequence, the time spacing between measurements, 
and the time-dependence of the Hamiltonian are arbi
trary. The construction of this mapping for both 
finite and infinite processes occupies Sec. III. 

Section II collects together some mathematical pro
perties of positive operator measures which are 
relevant to this work. The main result which is 
needed for infinite processes is Theorem 4. This 
theorem is an extension to positive operator meas
ures of a theorem of Kolmogorov3 ,4 for probability 
measures, which states the existence and uniqueness 
of a probability measure on an infinite product space, 
given a consistent set of probabilities on the compo
nent finite product spaces. As proved here, Theorem 

4 is more general than is needed and may have use 
in extending the work of Davies and Lewis1 to include 
infinite processes. 

If one assumes that to each bounded self-adjoint 
operator on an appropriate Hilbert space there cor
responds an observation procedure,5 then a remark
able property of these operator measures emerges. 
It is first seen that for each event E in a a-algebra ~ 
of subsets of the .certain event n there are two ways 
to determine the probability that carrying out the 
process on a system in state p gives an outcome 
sequence in E. One is the usual statistical method 
which consists of carrying out the process on the 
system over and over, infinitely many times and 
determining the limit relative frequency that the 
elements of the resulting sequence lie in E. The 
other, which is new, consists of repeated measure
ments of the particular operator 0 E which the pro
bability operator measure assigns to the event E, on 
the system in state p. 

This equivalence as well as a "first order" eqUiva
lence, which removes the infinite repetition of carry
ing out the process on a system in state p, is dis
cussed in Sec. IV. There it is shown by means of 
sample space constructions that the two methods are 
equivalent. 

In Sec. V this equivalence is discussed further. It is 
seen to provide an interesting link between mathema
tical procedures and physical operations in the fol
lowing sense: 1) Each E E ~ corresponds to some 
mathematical property Q where E = [cp I Q (CP ) true]. 
2) In the standard statistical method, one generates 
from one or more outcome sequences, an infinite 
sequence () E of O's and 1 's, whose limit relative fre
quency gives the deSired probability TrpO E that 
carrying out the process on a system in state p gives 
an outcome sequence in E. This generation involves 
a sequence of mathematical decision procedures 
about whether Q(cp) is true or false for different cP 
as well as (in the "first order" case) the construction 
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1. INTRODUCTION 

Although not yet in wide use, operator valued meas
ures appear to be a useful tool, particularly for the 
study of processes in Quantum Mechanics. This is 
exemplified by the work of Davies and Lewis1 who 
have given a very general treatment applicable to 
processes with a finite number of steps. In particu
lar, their description of sequences of measurements 
allows use of observables with continuous spectra 
and does not use Von Neumann's projection postu
lates. 2 

In this paper, the relationship between compound pro
cesses and operator valued measures is studied 
further. The work here is more restricted than that 
of Davies and Lewis in that the usual formalism, 
which is restricted to observables with discrete 
spectra and uses Von Neumann's projection postulate, 
is employed. It is more general in that the treatment 
includes processes with an infinite number of steps. 

A main result of this work is that to each compound 
process of a finite or infinite number of steps there 
is associated in a unique manner a probability opera
tor measure which contains or encodes all the statis
tical properties of the process. Furthermore, this 
association is exhaustive in that all processes of the 
type studied here are included. That is, the operator 
sequence, the time spacing between measurements, 
and the time-dependence of the Hamiltonian are arbi
trary. The construction of this mapping for both 
finite and infinite processes occupies Sec. III. 

Section II collects together some mathematical pro
perties of positive operator measures which are 
relevant to this work. The main result which is 
needed for infinite processes is Theorem 4. This 
theorem is an extension to positive operator meas
ures of a theorem of Kolmogorov3 ,4 for probability 
measures, which states the existence and uniqueness 
of a probability measure on an infinite product space, 
given a consistent set of probabilities on the compo
nent finite product spaces. As proved here, Theorem 

4 is more general than is needed and may have use 
in extending the work of Davies and Lewis1 to include 
infinite processes. 

If one assumes that to each bounded self-adjoint 
operator on an appropriate Hilbert space there cor
responds an observation procedure,5 then a remark
able property of these operator measures emerges. 
It is first seen that for each event E in a a-algebra ~ 
of subsets of the .certain event n there are two ways 
to determine the probability that carrying out the 
process on a system in state p gives an outcome 
sequence in E. One is the usual statistical method 
which consists of carrying out the process on the 
system over and over, infinitely many times and 
determining the limit relative frequency that the 
elements of the resulting sequence lie in E. The 
other, which is new, consists of repeated measure
ments of the particular operator 0 E which the pro
bability operator measure assigns to the event E, on 
the system in state p. 

This equivalence as well as a "first order" eqUiva
lence, which removes the infinite repetition of carry
ing out the process on a system in state p, is dis
cussed in Sec. IV. There it is shown by means of 
sample space constructions that the two methods are 
equivalent. 

In Sec. V this equivalence is discussed further. It is 
seen to provide an interesting link between mathema
tical procedures and physical operations in the fol
lowing sense: 1) Each E E ~ corresponds to some 
mathematical property Q where E = [cp I Q (CP ) true]. 
2) In the standard statistical method, one generates 
from one or more outcome sequences, an infinite 
sequence () E of O's and 1 's, whose limit relative fre
quency gives the deSired probability TrpO E that 
carrying out the process on a system in state p gives 
an outcome sequence in E. This generation involves 
a sequence of mathematical decision procedures 
about whether Q(cp) is true or false for different cP 
as well as (in the "first order" case) the construction 
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of some mappings. 3) By means of the equivalence, 
this whole mathematical procedure of generating () E 

"disappears" into an appropriate operator 0 E , in the 
sense that it is replaced by the purely physical opera
tion of measuring 0 E on p over and over again. 

Besides some examples which illustrate this prop
erty, Sec. V includes some brief comments on possible 
extensions of the construction given here. 

n. MATHEMATICAL PROPERTIES 

Let n be a set and ~ a a-field of subsets of n. That 
is, ~ is a set of subsets of n which contains n and is 
closed under countable unions and complementations. 
Let B(X) be the set of all bounded linear operators 
on a Hilbert space X. Let B(X)+ be the restriction 
of B(X) to the positive operators. A is a positive 
operator if A 2: 0; that is (1/1, A 1/1 ) 2: 0 for each 1/1 in JC. 
Each positive operator is self-adjoint6 and thus each 
A in B (X)+ is self-adjoint. 

A positive operator measure 0 is defined to be a 
mapping with domain ~ and range in B (X)+, such that 
o is finitely additive and strongly countably additive 
on~. That is,for each sequence {En In = 0,1," ·}of 
pairwise disjoint sets in ~, with E = U En' 

n 

where the implied convergence is in the strong 
operator topology. 

(1) 

It is an immediate consequence of this definition that 

Oop = 0, (2) 

where cI> is the empty set and 0 is the zero element 
of B(X). 

This definition is a specialization of the more general 
definition of operator valued measures as countably 
additive set functions with range in B (X, Y), the set of 
all bounded linear operators from a Banach space X 
to a Banach space Y. Since B(X, Y) is a Banach space 
under the uniform operator topology,7 many, but not 
all properties of the better known vector valued 
measures8 ,9 can be taken over to operator valued 
measures. An example of a property which appa
rently cannot be taken over is that while Pettis' 
theorem 8 gives the result that, in the operator topo
logies, weak and strong countable additivity are 
equivalent, they do not imply uniform countable addi
tivity.10 

The definition of Eq. (1) can be trivially extended by 
allowing ~ to be a field (or a ring)ll and we shall 
often do so without comment. Theorems 1-3 which 
follow, hold for rings and a-rings as well as for 
fields and a-fields. 

Some properties of 0 are as followsll : if E, F E ~ 
and E ~ F, then 

OF - 0E = 0F-E (3) 

(4) 

These results follow from Eq. (2), the positivity of 0, 
and F = E U (F - E) with E n (F - E) = cI>. Also, for 
each E E ~, 
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and thus 0 is bounded by 0 n . 

Also, one has 

o E U F 2: 0 E and 0 F , 

(5) 

(6) 

(7) 

(8) 

(9) 

where E' = n - E is the complement of E. Note that 
for any E if (1/1,0 E1/I) = 0 for all 1/1 E;]C, then 0 E = O. 

Let a(O F.) denote the spectrum of 0 E' The above 
shows that a(OE) s: [0," 0 n"] for each E. 

A probability operator measure is defined to be a 
positive operator valued measure for which 

(10) 

Let p be any normalized state over X. Clearly by 
Eqs. (1)-(5) and (10), the scalar set function Pop 
defined for each E E ~ by 

POP (E) = TrpO E (11) 

is a probability measure. We shall be mainly con
cerned here with probability operator measures. Let 
o be a probability operator measure. Then for each 
E E ~,O E is a positive contraction operator and the 
spectrum of 0 E lies in [0, 1]. Also if (1/1,0 E 1/1) = 1 
for each 1/1 E X, then 0 E = 1. 

It is clear from the above definition that spectral 
measures of self-adjoint operators in B(X) are 
simple examples of probability operator measures. 
The range set of a spectral measure is a set of 
mutually commuting projection operators. The mea
sures studied here generalize spectral measures in 
that the operators in the range set do not have to 
commute or be projection operators. 

Berberianll has given a different definition of posi
tive operator measures which replaces strong count
able additivity by finite additivity and strong contin
uity from below. We show that the two definitions 
are equivalent. 

A positive operator measure on a field Z is strongly 
continuous from above (below) if for all nonincreas
ing (nondecreasing) sequences of sets Eo,E1,··· in 
Z such that limn En = E E Z, one has 0 E = s(trong) -
limn 0 E • 0 is s-continuous on Z if it is both s-con
tinuousnfrom above and below. 

Theorem 1: If 0 is a positive operator measure 
on a field Z of subsets of n then 0 is s.-continuous 
onZ. 

Proof: a) 0 is s-continuous from below. 

Let {En I n = 0,1, ... } be a nondecreasing sequence 
of setsinZwithlimnEn = EEZ. ThenE=UE n = 

n 

EoUEl-EoU ... =AoUA1U ·.·,whereAn=En -
En-1,A O = Eo and the An are pairwise disjoint. 
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Since Z is a field,An E: Z and the strong a-additivity 
of 0 gives 

II ~E - 0u'! E.)IP II 
1=0 1 

~ II (0 E - ~ 0 A .) IP II + II ( t 0 A . - 0 U'! E JIP II 
]=0 1 ) = 0 ) J= 0 J 

=II(OE - ~ 0A .)IPII-'> ° as n ~ C{J 
}=o 1 

n 

as ~ 0 A . ::::; 0un . = 0 E . 
j=O) j=O E) n 

b) 0 is s-continuous from above. 

Let {En In = 0, 1, ... } be a nonincreasing sequence 
of sets in Z with limnEn = nnEn = E E: Z. By the 
set identities, E' =UnE~ for the complements of E 
and En' Since {En} is nonincreasing, {E~} is non
decreasing with E~ and E' both in Z. Equation (8) 
and part a above give 

Theorem 2: Let 0 be a finitely additive B(JC)+ 
valued set function on a field Z. If 0 is either s
continuous from below or s-continuous from above 
at <1>, then 0 is strongly a- additive on Z. 

Proof: If 0 is finitely additive, Eq. (8) holds. Repe
tition of the proof of part b, of Theorem 1 gives that 
o is s-continuous from above. Thus it is sufficient to 
prove the theorem under the condition that 0 is s
continuous from above at <1>. 

Let {En} be a sequence of pairwise disjoint sets in Z 
with Un En = E E: Z and let Fn = U J= 0 En' Clearly the 
sequence of sets {E - F,,} is nonincreasing with 
liIDnE - Fn = <I> and E - Fn E: Z. Since Fn.£ E, Eqs. 
(2) and (3) and the finite additivity give with s
continuity from the above at <1>, 

II (0 E - tOE.) IP II = II (0 E - 0 F ) IP II ==" 0 E - F IP" -'> ° 
i=O ) n n 

as n'-) C{J • 

Thus 
n 

0== s -liIDn ~ 0 E.' QED 
i= 0 J 

From these two theorems, one concludes that Ber
berian's definition of positive operator measures and 
that of Eq. (1) are equivalent. Note, too, that by 
Pettis' theorem,8 strong continuity is equivalent to 
weak continuity. 

We come now to the extension theorem. 

Theorem 3: Let 0 be a positive operator measure 
on a field Z. Then 0 can be extended to a positive 
operator measure 0' on the minimal a-field ~ over 
Z such that 0' == 0 on Z. Furthermore, the extension 
is unique in that if 0 1 and O2 are extensions of 0 
then 0 1 = O2 , 

Berberianll has given a proof of this theorem which 
uses the Hahn extension theoremS to extend the 
family [(IP, 0- IP) lIP E: JC] of scalar measures to the 
family [(IP, 0: lP) IlP E: JC]. He then shows that this 

family defines a positive operator measure on ~. One 
can also give a more constructive proof of this theo
rem by using the transfinite induction process12 

which generates ~ from Z to extend 0 from Z to ~.13 

Here, the importance of the extension theorem for 
positive operator measures is that it allows one to 
prove the theorem needed to assign probability 
operator measures to infinite processes. Let Rn and 
R W denote the Cartesian product of n copies and de
numerably many copies, respectively, of the real line 
and let <B (Rn) and <B (Rw) be the respective a-fields of 
Borel subsets of Rn and RW. A subset E of RW is a 
Borel cylinder set if it can be written in the form 

E=FxRXRX ... 

with FE: <B (Rn) for some n. Clearly for each cylinder 
set, there is a least n such that this property holds. 
F is called a base of the set E. Let ~ be the set of 
all Borel cylinder subsets of RW. Clearly fr" is a 
subfield of <B(Rw). 

Let {on} be a sequence of positive operator measures 
such that on is defined on <B (Rn) for n = 1,2, .... 
The sequence is said to be consistent if for each m 
and n with m 2: n and for each pair of sets E, F with 
E E: <B (R m), FE: <B (Rn) such that E = F x R m-n, one 
has 0'2 == OJ.!. 

Theorem 4: Let {on} be a consistent sequence of 
positive operator measures on the sequence {<B (Rn)} 
of a-fields. Then {on} extends to a unique positive 
operator measure 0 on the a-field <B (Rw) such that 
for each E E: g: with base FE: <B (Rn), 0 E == 0;. 

Proof: The proof follows that given by Kolmogo
rov3 ,4 for probability measures. Let g: be the field 
defined above. Define an operator measure 0' on g: 
by 0E = OF for each set E E g: with base FE: <B (Rn). 
Since the On are consistent and a-additive on the 
<B (Rn) , 0' is well defined and finitely additive on ~. 
If one can prove that 0' is strongly continuous at <I> 
on g:, then it follows from Theorem 2 that 0' is 
strongly a-additive on g:. The extension theorem then 
gives the desired result with 0 = 0' on g:. 

For the proof of the strong continuity of 0' at <1>, it is 
sufficient to prove the converse. That is, let {En} be 
a nonincreasing sequence of sets in g: such that for 
some vector IP in JC and some E> 0, II 0E IP /I > E for 
each n. We must show that liIDnEn is not "empty. 
Furthermore" it is an inessential Simplification to 
assume that tEn} is such that for each n, En has a 
base Fn E: <B(Rn). 

Now by construction, "0; lP" = " 0 E lP II> E. For 
each n, On is s-continuousnfrom belo1{v (Theorem 1) 
and regularll on <B (Rn). Thus for each 0> 0, there 
is some bounded closed set Bn such that 

Bn C Fn and 1\ (0; - O~ ) lP II == II O~ -B IP II < _0_. (3') 
n n n n 2n +1 

Let Gn E: g: be the cylinder set with base Bn' Then 
Gn C En and 

/I (OF - 0; ) IP /I = /I (O~ - O~ ) IP /I := /I 0E -G lP /I < _o_ 
n n n n n n 2n +1 

Define Wn by Wn := n'J=o Gn . Since En - Wn = 
Uj=O (En - G i).s: Uj=O(Ej - Gj ), one has 
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n 

IIO~ -w 1JI11~ ~ 1I0~.-G.1JI11 < O. 
n n j"'O J J 

Since Wn C Gn C En' Eq. (4) gives 

o > II (0 ~ - 0 ~ ) IJII1 > II 0 ~ IJII1 n n n 

-lIo'w IJII! or I! OW IJII1 > E - 0> 0 
n n 

if 0 is sufficiently small. Thus Wn is not empty and 
we can choose a point </J" in W". Carrying this out for 
each n yields a sequence {<t>,,} such that <t>" + k E Wn for 
each k = 0,1, .... Thus <t>"+k is in G" and En and 
</J: + k E B" where </J:' is the initial segment of </J m of 
length n. 

Consider the sequence <t>m (0) for m = 0,1, .... Since 
B" is bounded, {</Jm(o)} contain~.~ convergent subse
quence </JmoW(O) with limi<t>mo' (0) = xoER. Simi
larly, the sequence <t>mo(,) (1) for i = 0,1, ... contains 
a convergent subsequence </Jm O•1 (0 (1) with lim; <t>mo.1(i) 
(1) = xl' Continuin,g in this fashion, one generates for 
each k a sequence t</J mO•I ..... k(t) Ii = 0,1, ... } of . 
sequences such that for each j ~ k, lim; <t>m O•I .... k(,) 

(j) = xi' 

By the diagonal procedure, one chooses a single 
sequence of sequences {</Jmo.1 ..... lICk) I k = 0,1, ... } 
such that lim k <t> mO.I • •.•• k( k) (j) = Xj for each j. From 
this one can define a sequence <t> by <t> (j) = x) for 
each j. By construction and the fact that Bn is 
closed, one has <t>n E B" for each n. So <t> E GnC En 
for each n. As a result, <t> E n" E" so lim" En is not 
empty. QED 

We now give some other, more general properties of 
operator measures. Let a(~,B(JC» be the set of all 
operator measures from ~ to B (JC). A general B (JC) 
valued operator measure is a set function with 
domain ~ and range in B(JC), the set of all linear 
bounded operators on X, which satisfies Eqs. (1) and 
(2). a(~,B(JC» is a Banach space under the norm7 

(12) 

That is, it is closed under scalar multiplication and 
addition of measures, it is closed with respect to the 
norm, Eq. (12), and it is complete. A proof of this 
follows Dunford and Schwartz (Ref. 7, pp. 160-63). 

Let T be any set transformation which is measurable 
and preserves set operations. A set transformation 
T is measurable if T takes sets in ~ into sets in ~. 
T preserves set operations if T4> = 4>, TfI. = fl., 
TU"E" = UnTE" ,and T(E-F) = TE- TF.forlall 
subsets E, F, E" of fl.. In what follows, T WIll a ways 
denote such a transformation and 1'" E denotes n 
applications of T to E. 

Each transformation T as defined above induces a 
linear transformation r: a('Z,B (X» ~ a(~,B (JC» 
according to 

(13) 

for each 0 E a 0::: ,B (Je» and each EE~. To see that 
Eq. (13) induces a linear transformation let 0' = 
00 + 130 ft with 0,13 arbitrary complex numbers. Then 
rOE = O'xE = 00 TE + {30TE = aro E + (3rO~ for 
each EE~. 

Let r(9) denote the set of all linear transformations 

J. Math. Phys., Vol. 13, No.2, February 1972 

r: a(~,B(JC» ~ a(~,B(JC». Clearly r(a) is an algebra 
under the usual definitions of multiplication and addi
tion. It is also a normed algebra under the norm 
given by 

II 'I'll = sup 111'011 . (14) 
\loll": 1 

Any 1'in 1'(6) induced by a T through Eq. (13) is a 
contraction operator. 

Proof: 

II r" = sup II 1'0" 
/101/":1 

= sup sup II 0 TE II ~ sup sup II 0 E II ~ 1, 
1I01l~1 EEE 1I01l~1 EEE 

where the measure ability of T and Eq. (12) have been 
used. 

Define 7f'n by 
- 1 n-1 

1',,0 = n j~O 1'i O (15) 

for each 0 in 9 (~, B (~) where (1' iO) E = 0 Ti E for 
each E E~. Clearly 1'" is linear and bounded if 1'is. 
Of special interest are those 0 for which 01' defined 
by 

-'l' . - -o = hm"1',,O = ro (16) 

exists. 

The relevant ergodic theorem is the following. 14 

Theorem 5: Let" 1'" II ~ c for each n for sQ..me 
fixed constant c. Then the set of 0 for which r"o 
converges is a subspace e' of a(~,~(X}) which con
tains all those 0 for which the set 1',,0 is weakly 
sequentially compact and 1'''0 In ~ O. 

Also l' is a projection operator on at which decom
poselLO' into two subspaces 61 and eN where any 0 in 
81 = 1'e' is 1'invariant (that is 1'0 = 0) and aN = 
closure of (1 - 1')8' . 

The proof is given in Dunford and Schwartz (Ref. 7, 
pp.660-62). 

For any l' induced by a T by Eq. (13), I! r II ~ 1. Thus 
II 1'" I! ~ 1 and 'I'''Oln~ O. In this case the weak se
quential compactness of {'r,,0} is a sufficient condi
tion of convergence for 'l" O. Different convergence 
conditions for contraction operators are given by 
Sine.15 

For any r induced by aT, 07' has the following pro
perties (provided lim,.1'"O exists): 

(17) 

for each E in E. This is a result of rTO = TO. For 
any F in ~ Which is T invariant (TF = F), 

(18) 

Thus 0 and 07' coincide on the sub a-field of T invar
iant sets in ~. Finally one has 

Theorem 6: Let r be induced by some measurable 
T which preserves set operations._Then if 01.s a 
probability operator measure and 07' exists,O'l' is a 
probability operator measure. 
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Proof: ByEqs. (12), (15), (16), and the hypothesis of 
the theorem, one has that for each n and 1/1 in ~ 
1'nO-1/i is a vector measure and limn'l'nOEI/i = 0: 
exists for each E in ~. By a result of Dunford and 
Schwartz (Ref. 7, Theorem 6, p. 321), o..T 1J; is a vector 
measure and thus O'T is an operator measure. That 
OT is a probability operator measure follows from 
that property of ° and Eqs. (4), (15), (16), and (18). 

QED 

This completes a brief survey of the properties of 
positive operator measures which are relevant for 
this work. Other properties can either be obtained 
from similar properties for vector valued mea
sures 8 ,9 or can be obtained directly from the litera
ture. lO ,11,16 

m. COMPOUND PROCESSES 

A. Finite Processes 

We begin with some definitions-a finite process qll 
of n steps consists of the following things: (1) a se
quence 6. of n - 1 times, (2) a unitary time translation 
operator U(t, t'l, and (3) a sequence q of nobservables. 
qll corresponds to the process-measure q(O) on an 
system at time t = 0, observe outcome, measure q(1) 
on the "same" system at 6. 1 , observe outcome, ... , 
and measure q(n - 1) on the "same" system at 6.,,-1 
and observe the outcome. 

In this work, q is restricted to be a sequence of dis
crete observables. That is, for each j, q(j) is required 
to be in B(X)D' the set of all self-adjoint operators in 
B (X) with discrete spectra. (The convention is fol
lowed here of identifying observables with the self
adjoint operators to which they correspond). "Coarse 
grained" operators which replace the continuous ones 
with a finite or infinite number of real line intervals 
and whose eigenvalues label the intervals are included 
here. 

For each j let 

'" q. q(j) = LJ sP/, (19) 
sES j 

where S(. is the at most countably infinite eigenvalue 
set of q j) and P: j is the projection operator corres
ponding to eigenvalue s of q(j). Let sn= So x ... X 

Sn-l' sn is the set of all possible outcome sequences 
¢n of qll. Let ~n be the set of all subsets of S n . 
Clearly ~n is a a-field. 

As an intuitive basis for the construction, consider a 
two step process, where 

q(O) = Ao = 6 sF sO and q(1) = Al = 6 s'Pl, . 
SESO SlES

1 

According to the Von Neumann projection postulate,2 
if one measures Ao on a system in state p at time 
zero and observes outcome so' then state p becomes 
Ps with 

o 
po ppo 

P = So So (20) 
"0 TrPs P 

o 

If one waits until time 6. 1 and measures the obser
vable whose operator is 

Al = L; S'Ps~ 
S/ES

1 

and observes outcome sl' the state Ps becomes 
p s s with 0 

o 1 

P/ U(6. v O)Ps ut(6.1 ,0)P/ 
1 0 1 

The denominator of Eq. (20) is the probability of ob
serving outcome So when A 0 is measured on p, and 
the denominator of Eq. (21) is the conditional proba
bility for observing outcome s 1 when A 1 is measured 
after 6.1 ' given that So is observed on state p at time 
O. 

The unconditional probability of observing ¢2(0) = So 
at time 0 and ¢2 (1) = s 1 at a time 6.1 later is given 
by 

(22) 

In general, the unconditional probability that the out
come sequence ¢2 lies' in some subset E of So x SI 
is just 

(23) 

A standard empirical meaning of these probabilities 
is that if one repeats over and over the process-pre
pare a system in state p, measure A o, observe out
come, measure Al after a wait of 6.1> observe out
come, discard system-then P p (E) is the limit rela
tive frequency that a two outcome sequence in the 
infinite sequence of two outcome sequences so ob
tained will be found to lie in E. Equivalently, one can 
regard the state p S s as that assigned to a selective 

o 1 

preparation procedure with two filtering steps and 
the probability of Eq. (22) is the fraction of systems 
passed by the filter. 

The construction process for an n step process qll 
is as follows: For each eigenvalue sequence ¢n of 
length n define the operator (3:1l by 

" 

(24) 

For each singleton set {¢n}, define the operator O{¢ } 
~ n 

qllt qll ° {¢n} = (3 ¢n (3 ¢n (25) 

and for each E E ~n define ° E by 

0E = 6 O{¢}, (26) 
</Jn EE n 

where the implied limit is in the strong operator 
topology. Finally for <l> set 0<1> = 0, the zero operator 
inB(X). 

It is clear that this construction associates to each E 
in ~n for which the limit implied by Eq. (26) exists, 
a positive self-adjoint operator 0 E in B(JC). Clearly 
o {¢ } is self-adjoint and positive. The positivity fol
low~ from O::s II i3¢ lJ; 112 = ({:l", lJ;,{:l¢ lJ;) = (lJ;, O{¢ }lJ;) 
for each lJ; and ¢n' n n n n 

In order to show that ° E exists for each E E ~n, one 
needs ° sn. From Eqs. (24)- (26) one has 

(27) 
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To get this result the facts that ut(~., ~'-1) U(~., 
~j-l) == land 'L,sES.PSqj == I for each}<Jn haveJbeen 
used. J 

Let {E j} be some nondecreasing sequence of finite 
subsets of E such that limJE j == E. Consider the 
sequenc,e (1/1,0 E j 1/1) for any 1/1 E Je with 0 E j given by 

a finite sum over cf>n, Eq. (26). By Eq. (27),0 E . S 1 
for each j and thus (1/1,0 E.1/I) is a nondecreasi"hg 

J • 
sequence bounded from above by (1/1,1/1). So 11m. (1/1, 
o E.1/I) == (1/1,0 E1/I) exists and, for each £ > 0, (1/1, J 

J 

(OE - 0E )1/1) < £2 for allm > someN. 
m 

Now for any m, 0 S 0 E - 0 E S I. Thus 
m 

" (0 E - 0 E ) 1/1 112 == (1/1, (0 E - 0 E )21/1) s (l/-t, (0 E 
m m 

- 0 E ) 1/1) < £ 2 and "(0 E - 0 E ) 1/1 " < £. So one has 
m m 

o E == S - limj 0 E .' 
J 

From the above, one has that 0 is a mapping with 
domain 'L,n and range in B(JC)+ with 0<1> == 0 and 
Os n == 1. To see that 0 is a probability operator 
measure, let {E m} be a sequence of pairwise disjoint 
subsets of 8'1 with E == UmEm' Then Eq. (26) gives 

0E == ~ O{¢}== L ~ O{¢ }=='L 0E (28) 
¢n EE n m "'nEE", n m m 

or 0 is strongly a-additive. [This follows from the 
fact that for each vector 1/1 and each cf>n in sn (1/1 , 
O{¢ } 1/1) 2: O. Since the sum of a convergent series of 
non8.egative numbers is independent of the arrange
ment of the terms, 

6 (1/1 , 0 {¢ } 1/1) == ~ ~ (1/1 , 0 {¢ } 1/1 ) • J 
¢nEE n m ¢nEEm n 

Thus, Eqs. (1), (2), and (10) are satisfied and 0 is a 
probability operator measure on 'L,n. 

The above results show that the construction of 
Eqs. (24)-(27) associates to each process ql:>. a 
unique probability operator measure 0 (or 0 ql:>.) 
which depends on the sequences q and ~ and, through 
the operators U(~i' ~j-1)' on the Hamiltonian H. For, 
given q,~, and H, the operators f3~~ are uniquely de-

fined by Eq. (24) and thus Eqs. (25)-(27) define 0 E 

uniquely for each E E 'L,n. 

This construction includes all Hamiltonians no matter 
what time variation they have over the time interval 
6jn=-~ ~j' Thus all external fields are included. Note 
also that if q is fixed, then for each ~ and each H the 
construction assigns a unique 0 in the space 4>('L,n, 
B(Je)). 

Besides depending on q,~, and H,O also depends on 
the projection axiom. 2 This was used to write down 
Eq. (24). As is well known, 17 there are measurement 
procedures for which the axiom is invalid. If one 
assumes that for each observable there is a proce
dure which satisfi~s the axiom, then this problem can 
be avoided. The treatment of the more general case 
in which Von Neumann's projection axiom is not valid, 
will be postponed to future work. 

Finally, it should be noted that this construction in
cludes processes which generate finite sequences of 
independent uncorrelated single measurements. To 
see this let xn == ®r:'A J{\ be the tensor product of n 
copies of X and B (xn) the algebra of bounded linear 
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operators on JCn. Let the process q be such that for 
each j ~ n-l, q(j) == 10 x ... X 1'_1 X Aj X I j +1 X 

... x In-V where Aj E B (X.) D' Lei the time trans
lation operator U(O, ... , n.-! 1, t,l') be such that 
U(O, ... , n - 1, t, t') == ®jn=-J U. (t, t'). The use of these 
definitions in Eqs. (24) and (2t) gives the results that 
f3~: == ®j::'6P¢:j(j)Uj (~j' 0) and O{¢n} == ®j;;lJ U/(~i' 0) 

P:!(j) Uj(~j' 0). From these results and Eq. (26), it is 

clear that the probability operator measure 0 asso
ciated with this ql:>. has domain 'L,n and range in B(JCn). 

Now let the state p(O, ... , n - 1) be given by p(O, ... , 
n - 1) == ®jn=-J p j , where p. is a state over Je.. In this 
case the scalar probability measure Pop, wliich des
cribes the sequence of measurements is a product 
measure as Pop {cf>n} == TrpO{C/ln} == 0):5 Tr(pj Uf 

(~j' O)P$!(j) Uj (~j' 0)). Thus in this case carrying 

out qA on a system in slate p is equivalent statisti
cally to a sequence of n-independent uncorrelated 
measurements in which the jth consists of measuring 
U/ (~j' 0) Aj U(~j' 0) on a system in state Pj . 

B. Infinite Processes 

For an infinite process, q now becomes an infinite 
sequence of observables or self-adjoint operators in 
B(Je)D and ~ becomes an infinite sequence of time 
intervals. Again we make the simplifying restriction 
that for each j, q(j) has only a discrete point spec
trum Sj; operators with continuous spectra will be 
treated in future work. 

The process ql:>. here corresponds to the extension of 
the finite case. That is "measure q(O) on a system 
at t == 0, observe outcome, measure q(l) at ~1 on the 
same system, observe outcome, .... " In general 
such a process takes an infinite amount of time to 
carry out, unless, of course, 'L,n ~n is finite. 

Let Sw == So X S1 X .,. with cf> denoting an element 
of sw • Clearly Sw is the set of all possible outcome 
sequences ,for ql:>.. Let 3' denote the field of all cylin
der subsets of Sw and 'L,w the minimal a-field over 
3'. Since the eigenvalues of observables are real 
numbers and each Sj is countable, one has Sw C Rw 
and 'L,W C CB(Rw). The latter follows from the facts 
that 3' C 3'R, the field of all Borel cylinder subsets 
of R w and CB(Rw) is the minimal a-field over 3'R. 

The probability operator measure 0 for the process 
qt> is obtained as follows: One first constructs for 
each n a proJ:>ability operator measure On on 'L,n 
given by 

O~ == 6 0 {¢n} (29) 
¢n EE 

for each E E 'L,n. Here cf>n E 8'1, the Cartesian product 
of the first n elements of SW and 0 {</l }, is given by 
Eq. (25), where the operator f3:t is n constructed 
from the first n steps of the pr"ocess ql:>. by the pres
cription of Eq. (24). 

In this manner, one generates from ql:>. a sequence 
{on} ql:>. of probability operator measured defined on 
the sequence {'L,n} of a-fields. Onernust show that 
{on} qt> is consistent. To this end, let n> m and let 
E C sn and Fe sm be such that 

E == F x Sm x ... X Sn_1' 
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One must show that O~ = OW. But .this follows from 
the facts that utu = 1,6 sES. Psq (1) = 1 for each j 
andp2 = P as J 

O~ = ~.6 6 {3~~t ut (~m' ~m-1) 
"'mEF SmESm S,,_l ESn_l m 

X pq(m)ut(~ ~) ••• ut(~ 2)pq(n-1) 
5m m+l, m ,,-1."- 5,,-1 

xpq(n-1)U(~ ~ ) .•. pq(m)U(~ ~ ){3qCl. 
5 n-

1 
,,-1. ,,-2 5 m m. m-1 <Pm 

= Or;. 
Thus {on} q~ is consistent. 

The construction of 0 on ~W from the sequence {on}q~ 
proceeds as follows: For each n, one constructs a 
probability operator measure O'n on ffi (Rn) from 0" 
on ~" according to 

(30) 

for each n and each Borel set B E ffi (R") and where 
E B = B n sn. Equivalently 0Bn = ~O{</ln}' where the 
sum is over all sequences in sn which lie in B. It is 
clear from this construction that 0'" is well defined. 
For if Bland B 2 are Borel sets in ffi (R") with B 1 == 
B2 mod $", then Eq. (30) gives 0Bn = 0;/. Further-

1 2 

more, since ~n C ffi (R") , for each E E ~", 0'; = O~. 
From this argument it is also clear that {O'''} is a 
consistent sequence of probability operator meas
ures on {ffi (R")} . 

Theorem 4 now gives the result that there exists a 
unique probability operator measure 0' on ffi (R w) 
such that for each cylinder set G E 3'R with base 
BE ffi (R"), 

(31) 

Since ~W is a sub a-field of (RW), one defines 0 as the 
restriction of 0' to ~w. That is,O is given by 

0E =O~ (32) 

for each E E ~w. 

Thus by the above construction, there is associated 
with each infinite process q~ a unique probability 
operator measure O. The uniqueness follows from 
the uniqueness of the 0'" Eq. (30), and theorem 4. 
That 0 is a probability operator measure follows 
from Eqs. (30)-(32),Sw E ~w, and ~w C (Rw). 

It is of interest to consider the sin~leton sets {<1>} . 
Since for each j,Sj is countable,{<1>f E ~w for each 
<1> E ~w, so 0 is defined on each {<1>}. In fact one can 
define O{"'} by 

• • q~ t q~ 
O{"'} = s-hm" O{'" } = s-hmn {3", {3", 

'P n n n 

with {3~~ given by Eq. (24) and <1>n the initial segment 
n 

of <1> of length n. 

Clearly the right-hand limit exists and equals 0 {",}. 
To see this, note that {<1>J is the base for the cylinder 
set Fn = nj:~E ",{j).j' where E"'{j).j= [e I e(j) = <1>(j)]. 
Since F 0' Fl' .. is a nonincreasing sequence of sets 
with lim,.Fn = {<1>}, Theorem 1 gives the desired re
sult. By Eqs. (2) and (4) one has that 0:;:: 0 {",} :;:: 0 F 

for each n. n 

A common type of infinite process is one for which 
the associated (scalar) probability measure P is non
trivial. That is p{ <1>} = 0 for each <1> E Sw. This 
corresponds here to the situation in which q~ and P 
are such that Tr P O{q<l>} = 0 for each <1> E sw. 
Examples of this type include infinite sequences of 
uncorrelated independent single measurements. It 
appears that these can be included in the construction 
given here by extending the corresponding construc
tion of the finite case to the (nonseparable) Hilbert 
space X w , which is the infinite tensor product @ ~ 1 Xi 
of copies of JC.18 However we will not go into this 
here. 

As in the finite case, 0 q ~ depends on q, ~, and the 
Hamiltonian H. In this case, however for processes 
which last forever, H can have an arbitrary time
dependence for all of calendar time. That is, the 
time-dependence of H need not be cyclic or repetitive. 
This is in contrast to the finite case in that if one 
wishes to consider an infinite number of repetitions 
of a finite process then, with respect to calendar time, 
the time variation of H must be repetitive .19 

IV. CONSEQUENCE OF THE ASSOCIATION OF 
oq~ TO q~ 

A. Higher-Order Equivalence 

A very interesting equivalence property arises from 
the constructions of the previous section. We shall 
consider infinite (0 = w) and finite (0 = some n) pro
cesses together. Suppose one considers carrying out 
a 0 step process q~ on a system in state p and wants 
to know what the probability is that the outcome 
sequence lies in some set E in ~o. By the previous 
section this probability is given by TrpOE . 

Now the standard method of determining this proba
bility is to carry out an infinite sequence of repeti
tions20 of q~ on a system in state p. (In this paper, 
an infinite repetition of measuring an observable A 
on p or carrying out q~ on p means the infinite repe
tition of the following: prepare a system in state Pi 
measure A and observe outcome, or carry out q~ and 
obtain an outcome sequence; discard system.) The re
sult is an infinite sequence a of sequences in So. 
That is, a(j) is a sequence in So for each j. Then the 
limit relative frequency that each of the sequences 
a (0), a (1), .. , is in E is given by TrpOE' That is, 
generate an infinite sequence e Ea of D's and I's from 
a by the prescription (8 E a)(j) = 1 if aU) is in E and 
(eEa)(j) = 0 if a(j) is not inE. ThenM8 Ea = TrpOE 
where M denotes the limit mean. Note that in the 
simplest case of 0 == 1, 0 q~ reduces to the spectral 
measure for q(O). 

The remarkable point is that there is another equiva
lent method of determining the value of TrpO E' This 
is, carry out an infinite repetition of measuring U E 

on a system in state p. Then the limit mean of the 
resulting infinite sequence {3 of outcomes equals 
TrpOE orM{3 =TrpOE' 

Before proving that these two methods are equivalent, 
one should note that the latter method implicitly 
assumes that to each self-adjoint operator in B (X) 
there corresponds a procedure for measuring it. 5 

This assumption has been criticized on the grounds 
that it is negated by the existence of superselection 
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rules22 and that no one knows how to measure most 
self-adjoint operators. 23 As regards the first criti
cism, it is to be noted that the existence or nonexis
tence of superselection rules is not related to this 
correspondence assumption. For under the I-to-l 
correspondence between observables and self-adjoint 
operators, superselection rules are statements about 
the structure of B (JC) and X. 

Without denying the second criticism, we would only 
point out that the correspondence statement is an 
existence statement only. It by no means implies that 
there exists an effective procedure for discovering 
which measurement procedure is associated to any 
given operator. 

It should also be noted that this equivalence is the 
extension to sequences of well-known properties of 
operators in Quantum Mechanics. To see this con
sider the case for n = 1. Then Oq is given by 03 = 
~sEEPsq(O)for each E C So and is equivalent to the 
spectral measure for q(O) = ~SES sPsq(O). In this 
case the first method becomes "meoasures q(O) on p 
over and over again to give an infinite outcome sequence 
a in Stj = So X So X •• , and generate the 0-1 
sequence 8 E (a) by answering-Is a (j) E E ?-for each 
j." The second method is "measure 0 E on p over and 
over again generating a 0-1 outcome sequence {3' . " 
Here these methods are closely related because both 
(3 and 8 E (a) are 0-1 sequences and all the 01 are 
mutually commuting projections which also commute 
with q(O). 

Another well-known case concerns the sum of two 
observables A and B. As is well known, there are 
two ways to measure Tr p (A + B) which follow from 
the linearity of B (X). One is to measure A over and 
over again on p giving an outcome sequence a A and 
then to measure B over and over again on p giving 
a B . ThenMaA + Ma B = M(a A + a B ) = Trp(A + B). 
The other method is to measure A + B over and over 
again on p which gives an outcome sequence {3. Then 
M{3 = Trp (A + B). Of course if A and B do not com
mute, the spectrum of A + B need have no simple 
relation to that of A and of B. Similar arguments 
apply to I (A) where I is any Borel function of the 
real numbers. 

At the risk of belaboring the obvious and to point out 
an important but not so obvious aspect of such proofs 
we prove that the two methods are equivalent. The 
proof consists in constructing for each method an 
appropriate sample space, finding the correct random 
function which represents the possible outcomes of a 
single measurement, and then showing that the limit 
mean random function is almost everywhere equal to 
TrpO E' An entirely similar proof holds for the 
better known cases of A + Band f<A) for observables 
A andB. 

The sample space for the standard method of deter
mining TrpO E is «S6)w, (~6)w ,Pop), where (S6)w is 
the set of all infinite sequences a of sequences in S6, 
(~6)W is the minimal a-field over the set of all sub
sets of (S6)w of the form fEI = [0' / a{l) E E], where 
1 = 0,1, ... and E E ~6 . Pop is the product probabi
lity measure on (~Ii)w defined by 

P OpFEI = TrpOE (33) 

for each 1 and each E E ~6 and 0 is the probability 

J. Math. Phys., Vol. 13, No.2, February 1972 

operator measure associated with the process q!::. . 
The measure defined by Eq. (33) on the class of sets 
of the form F El extends uniquely24 to a product mea
sure on (~6)w. 

Let T 1 : (So) w ~ (S6) w be the one- sided shift operator 
defined by 

(34) 

for each j and each a E (So )w. In a standard fashion, 
T 1 induces a measurable transformation T1: (~o)w ~ 
(~6 ) W defined by 

(35) 

Clearly Tl preserves all the set operations. 

Let L«S6)w(~0)w) be the set of all Borel functions 
I: (SO)w ~ R. Tl induces a transformation ~l on L 
defined on the characteristic functions by 

for each E E .G: 6)w. Finally for each I E L({SIl)w, 
(~6) w) define 1m by 

m-l 

1m = 1 6 ~t I 
m ;=0 

and Tby 

f= limmlm 

if the limit exists. 

(36) 

(37) 

(38) 

For the one-sided shift operator and the product 
probability measure of Eq. (33), T; is POD measure 
preserving and the pointwise ergodic theorem holds,25 
so T eXists,l) Op almost everywhere for each f in L. 
Furthermore, 'Il is P Op indecomposable25 and thus 

1<-) = J(S6)W l(a)P Op (da), 

Pop almost everywhere for each f in L. 

Now for each E in ~ 0 define IE by 

(39) 

(40) 

where F E.O = [a I a (0) E E]. Clearly IE (a) =:= 1(0) if 
a(O) EE (a (0) ¢.§). From Eqs. (34)-(36), ~UE = 
IF . and thus IE (a) is the limit relative frequency 

E.} 
for finding a(O), a(I), . .. in E. Equations (33), (39), 
and (40) give the result that 

M8 E (-) = h:{-) =POpFE.O = TrpOE' (41) 

POP almost everywhere for each E E ~6. 

For the infinite repetition of the measurement of 0 E 

on a system ln state p, the relevant sample space is 
(RW,<B(RW),Po ) whereRw is the set of all infinite 

EP 

sequences (3 of real numbers. <B(Rw) is the set of all 
Borel subsets of Rw. As in the case of (~Ii)w, it is the 
minimal a-field over the set of all FBI = [f3/p(l) E B) 
for 1 = 0,1,'" andB a Borel subset of R. P OEP is 

the product probability measure on <B(Rw) given by 

(42) 
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for each 1 and Borel subset B of R. Here 8 0 
E is the 

spectral measure26 of the operator 0 E and 8~ E :::: 
80E (- ro, r]), where (- ro,:!] is the set of all real 
numbers:s r. As beforePoEP defined as in Eq. (42) 

from a probability measure on OS (R) extends 
uniquely24 to a product probability measure on <B (Rw). 

As before T 1 is the one- sided shift operator on R w 

with (T lf3)(j) ::: (3(j + 1). As in Eqs. (35) and (36), T 1 
induces a Tl on (J3 (Rw) and a :f on L (Rw, <B (Rw), 
withgm andgdefined as in Eqs. (37) and (38) for 
each g in L. Since Po p is T 1 invariant and a pro-

E 
duct probability measure on (J3 (Rw), the pointwise 
ergodic theorem and the ergodic hypothesis25 give 
that if exists and 

(43) 

P
OEP 

almost everywhere for eachg il! L. 

Since the specJrum of 0E lies in the interval [0, 1], 
the measure POE P is concentrated on the subset 

[0, 1]w of RW, andPoEP (Rw - (0, 1]W) == 0 for all p. 

Now a measurement of 0 E on any system gives a 
number in [0, 1]. So the random variable g in L 
describing the first measurement is given by 

til • 

g(f3) = limm I; ~ 1 F(./ ('+1)/) 0 «(3) (44) 
/=0 )m,J m, 

for each (3. Here lEis the characteristic function for 
the set E and F[j/m,j+l!m), O ==[i3U/m:s 13(0)< (j + 1)/ 
m J. Note that if 0 < ,B(O) < 1, g«(3) = ,8(0) and that the 
value of g({3) for (3(0) > 1 or < 0 is irrelevant since 
such,B are always in Rw - [0, 1]W. 

Now :fkg(,B)[=,B(k) if 0 < (3(k) < 1J is the random 
variable describing the kth measurement. The limit 
mean of the outcome sequence of an infinite repetition 
of measurements of 0 e on a system in state p is 
described in L by g(-). Equations (42)-(44) give27 

- - . ~ j -
M(-) =g(-) = hmm ~ m P OEP F Cj/m.(j+1)/m),O 

J"'O 

= Jo~ rd(Tr(p8~E)) = TrpO E' (45) 

POEP almost everywhere. 

From Eqs. (41) and (45), one has the result that 
M8e (-) = TrpOE'POP a!most everywhere and 
ll1(-) :::g(-) = TrpOE'POEP almost everywhere. 

Now the usual procedure in proofs of this type is to 
conclude from this that 

(46) 

where ex and,B are the sequences obtained by actually 
carrying out the respective processes. We want to 
stress that, in common with all comparisons between 
an empirical limit mean and an expectation value, this 
step implies the assumption that a (scalar) measure 
P aSSigned to a process is "correct" for the process. 
That is, "all" properties (with "all" suitably de
fined)21,28 of outcome sequences which are true P 
almost everywhere, are true for the sequence obtained 
by actually doing the process. For the cases consi-- " de red here, one assumes that Pop is "correct for 
an infinite repetition of qA on p and POE P is "correct" 
for an infinite repetition of measurements of 0 Eon p. 

The not so obvious aspect of such proofs is that the 
assumption as well as the proper definition of 
"correctness" is highly nontriviaL It is the central 
concept of a definition of agreement between theory 
and experiment discussed elsewhere21 ,28 and will be 
discussed mo .. .'e in future work. However, from here 
on, the usual procedure will be followed of finishing 
proofs of this type without comment by assuming im
plicitly that the given (scalar) measure is "correct" 
for the process being considered. 

This equivalence sheds new light on the meaning of 
o E' For it shows that by means of the 0 associated 
with the process qA, questions about the statistical 
properties of qA, which are usually formulated in the 
probability sample space of infinite repetitions of the 
process, can be reduced to (conceptually) Simpler 
questions about TrpOg and the spectrum of 0E for 
each E E EO and each state p. 

This reduction process appears more powerful for 
infinite processes than for finite ones. For it allows 
questions about "higher order" sequences, i.e., infi
nite sequences of 6 step processes to be reduced to 
questions about single infinite processes each of 
which is an infinite repetition of measurements of 
o E for some E. Thus this reduction appears to be a 
powerful tool for it shows that considerations of 
"first order processes" seem to be sufficient. 

It might be objected that in order to set up this equi
valence one had to consider infinite repetitions of {) 
step processes which for 6 =:: ware impossible to 
carry out. However, we now show that the equivalence 
does not really depend on this by conSidering a lower, 
or "first order" equivalence, in which a single carry
ing out of qA suffices. 

B. First Order Equivalence 

Let qA be a 6 step process and let T: So ~ So be a 
EO measurable transformation on S6 such that the set 
transformation T'[Eq. (35)] induced by T preserves 
set operations. Furthermore, we require that qA and 
T be such that the limit mean probability operator 
measure (5'1' exists [Eq. (16)], where :r is induced by 
T' on 8(E",B(JC) and 0 is the probability operator 
measure associated with the process qb. by the con
struction of Sec. III. Also the state p must be such 
that for the probability measure Pop constructed 
from 0 and p according to Eq. (11), the only T' inva
riant sets are q, and So , Pop almost surely. 

Now suppose one considers carrying out qA on a sys
tem in state p and wants to know what the limit rela
tive frequency is for finding a, Tex, T2a , etc., in some 
set E E EO, where ex denotes a possible outcome 
sequence. Clearly one way to find this out is to carry 
out q'" on a system in state p onlv once. Then one 
must go through the purely mathematical construction 
of generating the sequence a, Ta, T2 a, . •. and then 
construct the 0-1 sequence e I a according to 
(ela)(j)::: 1(0) if Tia EE(Tia <tE) for j = 0,1",' . 
Then Me i a gives the desired limit relative frequency. 

Again the interesting aspect of the probability opera
tor measure 0 is that under the restrictions given, 
this limit relative frequency can also be obtained by 
repeating over and over a measurement of O~ on p. 
As before, this equivalence is shown by means of 
sample space constructions. For the first process, 
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let IE be the characteristic function for the set 
E E ~o where lEis defined on the sample space 
(So, ~o ,Pop)' Let T be induced on the IE by T' 
according to TIE = IT' E for eac~ E E ~6 and define 
the limit mean random variable 11 by 

-r . 1 n-1 . 
I E (-) = 1I~ - ~ TJ]E(-)' (47) 

n j=O 

Now since 0'1' exists, Eqs. (11)- (16) give 
1 n-1 

P5~E = TrpO: = limn - .E TrpOT,jE 
n j=O 

n-1 

= lim" .!. ~ Pop T'i E = P~~E 
n j=O 

exists for each E E ~o. Thus by the pointwise ergodic 
theorem and ergodic criterion,25 Ii (-) exists Pop 
almost everywhere. Since.p and SO are Pop almost 
surely the only T' invariant sets, the ergodic hypo
theses holds, and thus, by the indecomposability 
theorem,25 

(48) 

- T -!: Op almost everywhere. Clearly by Eq. (47), Me Ea = 
11 (Q!) for each a and E. 

For the second process of repeating over and over 
the measurement of O~ on p, the sample space con
struction of Eqs. (42)-(45) can be taken over exactly 
if one replaces ° E everywhere by 0;. Equations 
(42)- (45) then yield 

- - -'1' 
M(-) -g(-) = TrpOE' 

Po;p almost everywhere. 

(49) 

As in the case of Eq. (46), Eqs. (48) and (49) give the 
result that 

(50) 

where a and {3 are the outcome sequences which would 
actually be obtained from the respective two pro
cesses. 

V. DISCUSSION 

There are some other properties of the association of 
probability operator measures to process q~ which 
are worth noting. 

Possibly the most interesting property of these mea
sures is that through the equivalences just discussed, 
they provide an interesting link between purely mathe
matical properties and physical operations. This 
stems from the circumstance that to each set E E ~c5 
there corresponds a unique mathematical property Q 
of elements of So, where E = [cp I Q(q'J) true], i.e., E is 
the set of all elements q'J of So for which Q(cp) is true 
or which have property Q. 

To see this in more detail suppose an observer con
templates carrying out the (finite or infinite) process 
q~ on a system in state p and wants to know what the 
probability is that the resulting outcome sequence has 
the mathematical property Q. Previous discussion 
shows that the standard way to answer this is to 
carry out an infinite sequence of repetitions of q~ on 
p which gives a sequence a in (SIi)w. Now one must 
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carry out an infinite sequence of decision procedures 
about the mathematical property Q. That is, one must 
determine the truth or falseness of the mathematical 
propositions Q(Q! (0», Q(a (1», .. '. This generation 
of the 0-1 sequence 8 E (a) is a a purely mathemati
cal procedure. The desired probability that the out
£.ome sequence has property Q is then given by 
M8 E (a) whereE = [cpl Q(¢) true]. 

Now the discussion of the previous section has shown 
that there is an entirely equivalent method of deter
mining the probability that the outcome sequence ob
tained from doing q~ on p has property Q. This is, 
carry out the physical operation of repeatedly mea
suring 0Z6 on p and determine M{3 where {3 is the 
outco~e sequence. By the previous section,M{3 = 
TrpO: where E = [q'JJQ(q'J)true}. 

Thus one sees that the purely mathematical operation 
of "decide whether Q(a (0», Q(a (1», ... are true or 
not" in effect, "disappears" into the operator OZ~ . 
For the physical operation of "repeating" q6 on p 
over and over followed by the mathematical operation 
of generating 8 E for E = [<P J Q(cp) true] is equivalent 
to the physical operation of measuring ° i 6 o~ over 
~d over again. Here equivalence means that M 8 E a = 
M{3 = TrpOE' 

This reduction property appears even more dramati
cally in the case of the "first order" equivalence. 
For in this case, the physical operation of repeating 
q6. on p over and over is replaced by carrying out 
q6 on p only once and then generating, as a mathema
tical operation, the sequence a, Ta, T2 a , ... , Tja, . ... 
Here the complete mathematical procedure of gener
ating this sequence and then deciding for each j if 
Q(Tja) is true or not "disappears" into the operator 
01 where E = [¢ I Q(q'J) true]. That is, carrying out 
q~ on p only once followed by the mathematical pro
cedure outlined above is equivalent to the physical 
operation of measuring Or on p over and over infin
itely many times. 

Again this reduction property is an extension to 
sequences of properties of operators in quantum 
mechanics which, although well known, perhaps has 
not been expressed in the same way as is done here. 
For the case n = 1, let a be the outcome sequence 
resulting from measuring q(O) = ~SE: s spi(O) over 
and over again on p. Then the mathematical decision 
procedure whereby one answers-Is Q(a (j» true?
for each j where E = [s 1 Q(s) true J C So disappears 
into the physical operation of measuring 0E = ~SEE 
P sq ('0) on p over and over again. As noted before in 
this case, each ° E commutes with q(O). 

For the case of two self-adjoint operators A and B, a 
somewhat different reduction holds. If one wants to 
measure Tr p (A + B) by measuring A and B each on 
p over and over again giving a A and a B, respectively, 
then there is a mathematical operation which must 
be performed. That is, one must either add M a A to 
M Q! B or a A to a B' By the equivalence discussed in 
the previous section, this addition operation disap
pears into the phYSical operation of measuring A + B 
on p over and over again. 

This argument also applies to the operations of mul
tiplication by real numbers and computing f(r) where 
f is any Borel function of the real numbers. One way 
to measure f (A) on a system in state p is to measure 
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A on p over and over again and then compute f'a 
[where (f'a)(j) = (f(a(j» for eachj] from the out
come sequence a. The other way is to measure f(A) 
on p over and over again giviQg the outcome sequence 
{3. Since MJ' a = Tr pf (A) = M (3 the mathematical 
operation of computing f'a disappears into the physi
cal operation of measuring f(A) on p over and over 
again. 

Two examples will illustrate these properties of pro
bability operator measures associated with compound 
processes. As a simple example, let Q be the pro
perty ep(3) = s with s some fixed element of S3' That 
is,Q(¢) == ep(3) = s. SetE = [ep I Q(ep) true] == 
[¢ I ¢(3) = s]. 
Now the probability that carrying out q6. on a system 
in state p will yield an outcome sequence with pro
perty Q can be obtained in two ways. The method of 
repeating q6. on p over and over yields an infinite 
sequence a E (SI»w for which one must carry out the 
mathematical decision procedures for "Is (a (0»(3) == 
s ?," "Is (a (1»( 3) == s ?" etc. to obtain aE a. The other 
method consists of measuring 016. on p over and 
over again to obtain (3 E [0, 1] w. From previous con
siderations one must have MaEa == M[3 == TrpOj6.. 
The mathematical procedure used to construct 8E a 
from a has "disappeared" into oqt¢1 ¢(3)=s] • 

This example transfers to the "first order" equiva
lence case as follows. Let T: So ~ SO be ~o measur
able. As examples of such T let the Ii step process q 
be such that Sj = S independent of j for each j < Ii. 
Then T can be induced by any bijection V: S ~ S by 
(Tep )(j) == V(¢ (j» for each j. Or if Ii == w, T can be 
the one sided shift operator. For the first method one 
carries out q6. on a system in state p only once and 
generates the sequence a, Ta, T 2a , . .. from the out
come sequence a so obtained. Then one obtains a~a 
by carrying out the mathematical decision procedures 
for "Is a(3) == s?,""ls (Ta)(3) = s ?," etc. The equiva
lent physical method consists in measuring Dr¢ i <)J(3}=5] 

on p over and over, where 0 = oq6. and <£ is induced 
on a(~~B(JC» by T, Eq. (13). (We assume O'l' exists.) 
As before, the mathematical procedure used to gene
rate 8~a from a has disappeared into Ofq,i ¢(3)=5]' 

As a second example, let f be some (definable)21,28 
function from So to R and let Q be given by 

Q(ep) == f(ep) = Iso f(8)P op(da). 

For the "higher order" equivalence case, one carries 
out ql1 on p over and over and thereby obtains the se
quence a E (SO)w. He then generates a ea by answer
ing "does f(ai/» == f {,f(e)Pop (d8)?" for each j 
where 0 = oq . Thi/involves a relatively complex 
mathematical procedure as one must evaluate the 
integral. The equivalent physical operation is the 
measurement of O[q~ Q( ) true] on p over and over 
again. For the first or~er equivalence one carries 
out q!:. on p only once, which gives an a E So, and 
generates a ~a by answering "does f (Tia) == 
I I> f(8)pop (de)?" for each j. The equivalent physical 
o-peration is the measurement of of¢ I Q(¢) true] on p 
over and over again. 
This example illustrates the possibility that the pro
bability operator measure 0 q6. and the state p can 
occur in the defining relation for a set in ~b. It will 
be seen in future work that such relations must in 

fact be considered. This property for scalar proba
bility measure s was used extensively elsewhere. 28 

These, and many other examples which can be con
structed, illustrate some of the properties of this 
equivalence, or embedding of mathematical proce
dures into operators in B (JC) by means of the proba
bility operator measures~!:. associated with pro
cesses qt:... It will be seen in future work that this 
embedding is, in essence, the transferral of proper
ties and procedures which are in the metaphysical 
world, i.e., outside of quantum mechanics, into the 
physical world, or into quantum mechanics. This 
process is similar to the extension process used in 
mathematical logic where a formal theory Th can be 
extended to a larger theory Th', which can describe 
some of the metamathematics of Th. 

Finally some brief comments about the construction 
of oqb. from a Ii step process q6. are in order. It was 
tacitly assumed here that the process q!:. was such 
that q(j + 1) and A(j + 1) were independent of the ob
served outcome of measuring q(j) k for any k !S j . 
This assumption should be removed to allow decision 
procedures where q(j + 1) and A(j + 1) can depend 
on the outcomes already obtained. 

Also the restriction of q(j) to be an operator with 
discrete eigenvalues should be removed. This is 
especially true if one wishes to consider processes 
q whose range set includes any of the operators 0 E • 

The generalization to statements more general than 
that of Von Neumann's projection axiom should also 
be made. This appears to be necessary since, as 
Margenau has observed, 1 7 there are measurement 
processes for which the usual projection axiom is 
false. The methods developed by Davies and Lewisl 
appear to be relevant here. 

It was tacitly assumed here that the transition from 
step j to step j + 1 is a time translation only and 
was represented by a unitary operator U(6j +1> Ai)' 
As far as the discussion and constructions given in 
this paper are concerned, neither of these restrictions 
are necessary. A can include space-time transla
tions, rotations, etc. Also it is sufficient for the deri
vations and proofs given here that U(6j +1 Aj) be an 
isometry only. It need not be unitary. ' 

In conclUSion, it should be noted that there is a con
struction of a probability operator measure from the 
process q6. which is dual to the construction given 
here. To see this one notes that the constructions of 
this paper begin with 

(25) 

for each epn and n. However there is also a dual con
struction which begins with 

I q!:. q!:.i 
O{¢ 1 == {3¢ {3¢ 

It It n 

This construction cannot be considered the same as 
that beginning with Eq. (25) as there is no reason to 
assume that f3:!:. is a normal operator, or that o{¢ } ==: 

O n It 
{¢ }. 

It 

In some respects, this dual construction for finite q6. 
is related to the original construction for the time 
reversal of the process qb.. This can be seen from 
the structure of f3~A ,Eq. (24), and the fact that the 

II 
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time reversal qt:. r of the process qt:. is such that 
qr(j) = (q(n-j»r, the time reversal of the operator 
q(n - j), and ..:lj == ..:In-j' But this is a subject for 
future work. 
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It is shown that occupation statistics for parallel dumbbells on a 2 x ,\, lattice obeys the central limit theorem. 
On the basis of this conclusion, a modification of the maximum term method is utilized to enumerate for large 
N the number of distinguishable arrangements arising when indistinguishable, parallel dumbbells are placed on 
a 2 x N array. The coverage at which the maximum number of arrangements occurs and the pseudovariance 
for the distribution are also determined. 

I. INTRODUCTION 

The statistics which describe the occupation of lattice 
spaces by correlated particles such as dumbbells is 
unique in three ways: 

(1) The occupation of a lattice site insures the occu
pation of a nearest neighbor site, thus particle 
orientation must be considered; 

(2) the vacancy of a lattice site cannot serve as the 
sole criterion for a site to be occupied because 
of the possible existence of isolated vacanCies; 

(3) there is no equivalence between vacant sites and 
occupied sites but rather between vacancies and 
pairs of occupied sites. 

FIG,1. An arrangement of 7 dumbbells on a 
2 x 13 lattice. 
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It follows, therefore, that statistical mechanical 
treatments of phySico-chemical systems which may 
be represented by dumbbells on a lattice space en
counter a number of fundamental difficulties. Fore
most among these problems is the manner in which 
the orientational degeneracy of the particles on the 
lattice space complicates the determination of the 
grand canonical partition function. To resolve this 
difficulty, one must be able to calculate the degene
racy of a state represented by a specified number of 
dumbbells on a lattice space. One is lead to inquire, 
therefore, into the number of possible ways in which 
dumbbells may be arranged on a lattice space. 1 

In previous papers we have discussed the statistics2 

and kinetics 3 ,4 of occupation of one-dimensional 
arrays of dumbbells and an occupation recursion re
lation for a 2 x N lattice,5 

Section II is concerned with demonstrating that the 
statistics of occupation for parallel dumbbells on a 
2 x N lattice (see Fig. 1) conforms to the central 
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It is shown that occupation statistics for parallel dumbbells on a 2 x ,\, lattice obeys the central limit theorem. 
On the basis of this conclusion, a modification of the maximum term method is utilized to enumerate for large 
N the number of distinguishable arrangements arising when indistinguishable, parallel dumbbells are placed on 
a 2 x N array. The coverage at which the maximum number of arrangements occurs and the pseudovariance 
for the distribution are also determined. 

I. INTRODUCTION 

The statistics which describe the occupation of lattice 
spaces by correlated particles such as dumbbells is 
unique in three ways: 

(1) The occupation of a lattice site insures the occu
pation of a nearest neighbor site, thus particle 
orientation must be considered; 

(2) the vacancy of a lattice site cannot serve as the 
sole criterion for a site to be occupied because 
of the possible existence of isolated vacanCies; 

(3) there is no equivalence between vacant sites and 
occupied sites but rather between vacancies and 
pairs of occupied sites. 

FIG,1. An arrangement of 7 dumbbells on a 
2 x 13 lattice. 
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It follows, therefore, that statistical mechanical 
treatments of phySico-chemical systems which may 
be represented by dumbbells on a lattice space en
counter a number of fundamental difficulties. Fore
most among these problems is the manner in which 
the orientational degeneracy of the particles on the 
lattice space complicates the determination of the 
grand canonical partition function. To resolve this 
difficulty, one must be able to calculate the degene
racy of a state represented by a specified number of 
dumbbells on a lattice space. One is lead to inquire, 
therefore, into the number of possible ways in which 
dumbbells may be arranged on a lattice space. 1 

In previous papers we have discussed the statistics2 

and kinetics 3 ,4 of occupation of one-dimensional 
arrays of dumbbells and an occupation recursion re
lation for a 2 x N lattice,5 

Section II is concerned with demonstrating that the 
statistics of occupation for parallel dumbbells on a 
2 x N lattice (see Fig. 1) conforms to the central 
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limit theorem. Expressions are developed for Ap[ q, 
2 x N], the number of ways q parallel, indistingUlsh
able dumbbells can be arranged on a 2 x N lattice. 
It follows from such expressions, that for large N 
the occupation statistics of dumbbells can be descri
bed by a Gaussian distribution characterized by a 
first moment and a pseudo variance. This latter sub
ject is discussed in Sec. III. 

n. CENTRAL LIMIT THEOREM FOR PARALLEL 
DUMBBELLS ON A 2 x N LATTICE 

In this Section we will show that for large values of 
N, all significant values of Ap[ q ,2 x NJ occur at 
values of q which differ only negligibly from the pro
duct of N and the first moment of Ap' Specifically, we 
will define e == q/N, 0::0:: e ::0:: 1 to be the fraction occu
pied lattice sites and we will demonstrate that the 
normalized fractions of all arrangements occurring 
in the range between e and e + de are insignificant 
for all values of e except where e = 1,t'(1) , the first 
moment of Ap[Ne, 2 x N]. 

We begin by defining t:.N , the normalization and JlN(m), 
the mth noncentral moment of Ap( q ,2 x NT, 

(1) 

and 
1 00 

JlN(m) == ~ E q mAp[q,2 XN). (2) 
'N q=O 

Clearly JlN(O) = 1 and JlN(m) may be considered to be 
the mth noncentral moment of the nonnegative, nor
malized function 

Ap[ q ,2 x N] /6. N ,where 0 ::0:: Ap[ q ,2 x N] /6. N ::0:: 1. (3) 

In Appendix A we show that a recursion relation for 
Ap[ q ,2 x N] may be written in the form 

00 00 

A p [q,2 x N)= ~ ~C;jAp[(q-i),2x(N-j)], (4) 
J=O J=l 

where the Cij are constants independent of q and N; 
and Ap[ q, 2 x N] == 0 if q > N. We may thus write 
IlN(m) as 

1 00 00 

IlN(m) = ~ ~ ~ CijqmAp[(q - i), 2 x (N - j)]. (5) 
'N ,=0 ;=1 

It will prove convenient to change variables at this 
point: Z == q - i. Equation (5) then becomes 

10000 00 

IlN(m)=~ E E EC,,(Z+i)mAp[Z,2 x (N-j)] 
N Z=O ;",0 j",l '] 

1°o oooom 

= - E EEL) c;/r)im-kZkAp 
6.N Z~O ;~O j=l k=O 

X [Z,2 x (N - j)J 
1 00 00 m 

= - ~ ~ ~ C i ' (1) i m- k 6. N-
6.N i=0 j=l k~O J J 

00 ZkAp[Z,2 x (N - j)) 
x L) 

z ~o 6. N - j 

00 00 00 6.
N

' 

= ~ E E 'Cj '(T) im-k.--:l. IlN_;,(k) (6) 
i~O j~l k=O; AN 

We next examine the quantity A N ,_, /6.N ' It is shown in 
Appendix B that' ) 

(7) 

for large N , where K and Ilg , the golden proportion, are 
constants. Inserting this result in Eq. (6) yields 

00 00 00 

IlN(m) = EEL) C;j (1) im-kllg-2j IlN-j (k). (8) 
i=O j=1 k=O 

We now write Ap as a function of e, the fraction of 
occupied lattice sites, i.e., 

(9) 

As N increases, this ratio must become independent 
NbecauseAp and AN = Kllg

2N+2 are monotonically 
increasing and the ratio is bounded [see Eq. (3)]. Thus 
we may write 

. Ap[Ne,2 x N) 
hm A = fee). (10) 
N-oo N 

Equation 2 then becomes 

( ~ _ ~ A)q, 2 x N) IlN m, - LJ qm-L.._-, __ _ 
q~O AN 

00 em Ap[Ne, 2 x N] = N m L) _-.!C.----:-__ _ 

q=O AN 

1 

"" Nm L) em fee) = Nmll'(m), 
e=o 

where Il'(m) is independent of N. 

Utilizing Eq.(ll) in Eq.(8) yields 
00 00 m 

(11) 

Jl' (m)Nm = E L) L) C; (1) i m- k Jl -2jJl '(k) [N - jp 
i=O j~lk~O J g 

0000 mk 
= L) E E E C;j('!i) im-kllg-2j Il'(k)(f) (- j)ZNk-Z. 

i=0 j=1 k=O Z=O (12) 

We note here that when 1 = 0 and k = m, we obtain 
00 00 

E E Ci ,Il-2j 1l'(m)Nm == Jl'(m)Nm 
i=Oj=l J g 

(13) 

or 

(14) 

The only dependence of the right-hand side of Eq.(12) 
on N is contained in the factor N k-Z; therefore, all the 
coefficients of N k-l must sum to zero for k - 1 ~ m; 

00 00 m k 

0= E EEL) C;'(J:)im-k/l-2 j ll '(k)(f)(-jjl 
i=O j=lk=OI=O J g (15) 

for all values of k - 1 ~ m. 

To determine the properties of Il' let us examine the 
coefficient of Nm-l, i.e., k - l = m - 1. This means 
that either k = m and 1 = 1 or that k = m - 1 and 1 = 0: 

or 

00 00 

o=-E EC;,Jl-2j/l'(m)mj 
;~Oj"l J g 

00 00 

+E ECij lJ.;ilJ.'(m-1)mi 
i=0 i=1 

00 00 

0= E 6 Cii /l~2j[- j/l'(m) + i/l'(m - 1)], 
i=O j~l 

so that 

(16) 
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R) j=1 J g 

)
. t f; C; 'Ir2ii~ 

/1'(m) = /1'(m - 1) 00-00---

6 6 Ci 'W 2jj 
,;q} j=1 J g . 

= k /1' (m - 1), 
where 

00 00 

L; L; C i ./1-2ii 
R) j=1 J g 

k '=' 00 00 is 

a constant. 

Thus 

L: 6 Ci ./1-2j j 
i=O j =1 J 

/1'(m) = k m 

because 

/1'(0) = 1. 

(17) 

(18) 

If we use the Cij determined in Appendix A, we see 
that 

/1'(1) = k = (1 - 1/{5). (19) 

For a function whose noncentral moments obey Eq.18 
we have 

I(e) = 1 for e = /1' (1), 

I (e) == 0 for e"" M'(I), (20) 

and so, for large N the only significant terms in the 
sum 

1 

6 A)Ne,2 x N] 
e=o 

occur when e does not deviate significantly from 
iJ'(I). Thus the statistics obeys the central limit 
theorem. 

(21) 

m. ENUMERATION OF DISTINGUISHABLE 
ARRANGEMENTS OF PARALLEL DUMBBELLS 
ON A 2 x N LATTICE 

It has been shown2 thatA[q, 1 x N],the number of 
distinguishable arrangements possible when q indis
tinguishable dumbbells are placed on a one-dimen
sional array of N compartments, is given by (see 
Fig.2) 

when the occupation of a compartment precludes 
further occupation (a Fermi-Dirac constraint). 

(22) 

Equation (22) arises from the following reasoning. In 
this situation, there are N-2q vacancies and q dumb
bells or a total of N-2q + q = N-q objects. A[q,l x N] 

1+1+111 

1+111+1 

1+11+1 

1+11+1 

1+1+1 

1+1+1 
FIG.2. All of the arrangements of 2 dumbbells 
on a one dimensional lattice 6 sites long. 
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is then the number of arrangements of N -q objects of 
which N-2q are vacancies and q are dumbbells. 

Thus if parallel dumbbells are placed on a 2 x N 
array (see Fig. 1) in such a way that there are n 1 

dumbbells in the top row and n 2 in the bottom, then 
a(nl'n 2 ,2 x N) the number of arrangements possible 
is 

a(n 1 ,n 2,2 x N) = (Nn~ nl) (Nn~ n2) (23) 

To determine Ap[q, 2 x N], Eq.(23) must be summed 
over all possible values of n1 and n 2 subject to the 
constraint that 

i.e., 

(24) A)q,2 X N]= L; 
n1 ,"2 

Two cases must be considered in evaluating this sum 

(a) O::s q::s [N/2J, 

(b) [N/2]::s q::s 2 [N/2], 

(25) 

(26) 

where [N /2] is the maximum integer contained in N /2. 

Here (a) represents the case in which all the dumb
bells can be placed on one row and (b) the situation 
when they cannot. 

For (a), Eq. (24) becomes 

Ap[q,2 x Nl = n~o (N ~1 n~ (N;-! n+
1 

nl) (27) 

and, for (b), Eq. (24) is 

[NI2] 

Ap[q,2 x N] = 6 (N -- nl) (N
q
- !n+

1 
nl) . (28) 

n
1
=q-[n/2J n1 

However, we may add to Eq. (28) 

(29) 

because both these sums are zero for [N 12J ::s q ::s 2 
[N/2]. Thus for both cases we may write 

Ap[q,2xN]= -h (N-n1)(N-!...+n1) 
nl=O n 1 q nl 

q 

(30) 

(31) 

To evaluate Eq.(30) we determine the maximum term 
and perform a Taylor expansion of Inan about the 
maximum,keeping the first three termJ only: 

In~l == In(N - n t )! - Inn1! - In(N - 2nt )! 

+ In(N - q + nl)! - In(q - nl)! 
- In(N - 2q + 2n l )! (32) 
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Utilizing the Stirling approximation, we may write 
Eq. (32) as 

Ina = - In27T + (N - nl + i) In(N - n l ) 
nl 

- (n l + i) In(nl ) - (N - 2nl + i) In(N - 2nl ) 

+ (N - q + nl + i) In(N - q + nl ) 

- (q - nl + i) In(q - nl ) - (N - 2q + 2nl + i) 
Xln(N-2q+2n l ). (33) 

Then 

alna n1 = In ((q - n1)(N - 2nl)2(N - q + n 1») 
an1 n1 (N - 2q + 2n 1)2(N - n1) 

+ i [ - (N - n1)-1 - (n1)-l + 2(N - 2n 1)-1 

+ (N - q + n1)-l + (q - n1)-1 

- 2(N - 2q + 2nl)-l, 

which vanishes for 

ni = q/2, 

(34) 

i.e., the maximum number of arrangements occurs 
when the dumbbells are evenly distributed between 
the top and bottom rows. Thus a:, the maximum 
value of an)' is given by 1 

a* = (N - q/2)2 
nl q/2 . (35) 

The third term in the Taylor expansion of a is then 
n) 

( 
a2 Ina ) ( ) -2 l... "1 = _l... 23N2q(N - q)(2N - q) - 24N(N - q)3 - 22q 2(2N - q)2 == _ ~ 

a! anr * 2! q2(N - q)2(2N - q)2 2! 
n l 

(36) 

Thus, from Eqs. (35) and (36), 

[n1 - (q/2)]2 
Ina = lna* - -----

~ ~ 2!ar 
or 

an = a: expL [n1 - (q /2) ]2) . 
II\: 2! or 

Substituting Eq. (38) in Eq. (30) yields 

q (- [nl - (q/2)]2) 
Ap[q,2 x N] = an~ ~ exp 

n)~O 2!ar 

(37) 

(38) 

(39) 

Let 2nl - q = 2m, then Eq. (39) becomes 

where 

= a* I2ir aI' 
n) 

(40) 

( 
q2(N - q)2(2N _ q)2 ) 

ar == 8N 2q(N _ q) (2N _ q) _ 16N(N _ q)3 _ 4q2(2N _ q)2 • (41) 

For 0« q« N, Eq. (41) reduces to 

ar = (q(N - q)(2N - q)). 
8N2 

(42) 

Figure 3 shows Ap(calc)/Ap(true) for various values 
of N, where Ap(true) is determined from Eq. (24) and 
Ap(calc) from Eq. (40). Equation (42) has been utilized 
to calculate a 1 2. 

For the purposes of some calculations it may be suf
ficient to represent Ap[q, 2 x N] as a Gaussian dis
tribution characterized by a mean value and a pseudo 
variance. To do so we must first determine the value 
of q which maximizes A)q, 2 x N]: 

InA p[q,2 x N] = Ina!l + lnol + ~ln(27T) 

= 2In[N-q/2]! - 2In[q/2]! - 2In[N-q]! 

+ lnal + i In(27T). (43) 

Using the Stirling approximation for 0 «q«N, Eq. 
(43) may be written as 

InAp [q,2 x N] = 2(N - q/2 + ~) In(N - q/2) 

- 2(q/2 + i) In(q/2) - 2(N - q + i) In[N - q) 

+ lnal + i In(27T) (44) 

Because <1 varies much more rapidly with q than 

'.0 //:; 

0.95 

A,!CALc.) 
A.!TRUE) 

0.90 

o 0.2 

N-IOO 

0.4 0.6 O.B 1.0 

e 
FIG. 3. The ratio Ap(calc)/Ap(true) as a function of e for 
various values of N, where A p(calc) is determined from 
Eq. (40) and (42) and A p(true) is determined from Eq. (30). 
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does 0 1 we shall neglect the derivatives of 0 1 with 
respect to q. Thus 

a InAp[q,2 x N] 
-----''----- = - In(2N- q) - In(q) + 2 In(N - q) 

aq 

This will vanish when 

(
4(N - q)2 \ 

+ In 4 = In q(2N _ q») . 

(J* == (q/N) = {I - 1/{5} ~ 0.552. 

(45) 

(46) 

Thus the most probable value of Ap[q, 2 x N], i.e., the 
maximum value of the number of arrangements, 
occurs when the coverage is approximately 55°;." in 
agreement with Eq.(19). In otherwords, as one would 
expect, the first moment is the same as the most 
probable value or maximum value of Ap[q, 2 x N]. 

With this result we may for large N perform a Taylor 
expansion of InAp[q, 2 x Nl about its maximum value, 
i.e.,aboutq* =N(I-I/v'5), 

1 (a 2 
InA) InAp[q,2 xN]=lnA;+-21 2 p 0 * (q_q*)2 

. aq q q (47) 
or (see Fig. 4) 

j.L 2N+2 ~_ (q - q*)2] 
Ap[ q , 2 x N] = g aJ exp 2' 

5 2n 2!0 
(48) 

where from the evaluation of the derivati ve of Eq. (45) 
at q * we see that 

0
2 == ("~ (a pseudovariance): (49) 

We note here also that the standard deviation for 
simple particles on the same 2 x N lattice space 
would be ~ (2N) 1/2 , Le., the standard deviation for 
dumbbells is approximately 60% of that for simple 
particles. The ratio of the standard deviation to the 
most probable value for dumbbells is approximately 
~ of that for simple particles. Thus the Gaussian 
distribution for dumbbells, as indicated by Eq.(48), is 
sharper than that of the Gaussian distribution for 
simple particles. 

44 

40 

(/) 

~36 
'" 2; 

'" ~32 .. 
0: 

~28 I ... I 
0 
",24 

'" CD 

~20 
z 
... 
016 

0 

~~2 
~ 

a: 
~ 8 
0 
..J 

4 

0 0.25 

NolOO 

, , 
"-

"-, 
\ 

\ 
\ 

TRUE VALUE---

CALCULATED--

0.5 0.75 

e 

\ 
\ 
\ 
\ 
\ 
\ 

to 

FIG. 4. A comparison of the number of 
arrangements vs. 8 as calculated by Eq. (30) 
(true) and Eq. (48) (calculated) for N = 100. 
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APPENDIX A 

In this appendix we seek to determine a recursion 
relation for A [q, 2 x N]. For this purpose we define 
two configurafions of lattice sites L} (N) and LlI(N), 
(see Fig. AI). LtN) is an array of lattice sites 
arranged in two adjacent aligned rows of N sites 
each. Lll(N) is an array composed of sites arranged 
in two adjacent aligned rows; one row of N sites and 
the other row of N + 1 sites. Let A [q, 2 x N] be the 
number of arrangements of q paradel indistinguish
able dumbbells on L1(N) and B[q, 2 x N] be the num
ber of arrangements of q indistinguishable parallel 
dumbells on LlI(N). 

Theorem I: 

B[q,2 XN]=Ap[q,2 XN]+B[q-l,2 x (N-l)]. 
(AI) 

Proof: Let b [q, 2 x N] be the set of all parallel 
arrangements of q indistinguishable dumbbells on a 
Lu lattice, c[q, 2 x N],the subset of b[q, 2 x N] in 
which the extra compartment is vacant, and d[q, 2 
x Nl in which the extra compartment is filled. 
Clearly c[q,2 x N]n d[q,2 x Nl = cp,a null set. In 
addition every member of b[q, 2 x N] will be found in 
either c[q,2 x N] or d[q,2 x N)'Le.,c[q,2 x N] U 
d[q,2 x Nl. We conclude that #b[q,2 x N),the num
ber of members of the set b[q, 2 x N] is given by 

#b[q,2 x N1 = #c[q, 2 x N] + #d[a, 2 x N] 

== B[q, 2 x N]. (A2) 

The extra compartment of the L II (N) array is unoccu
pied in the set c[q, 2 x N] so that #c[q, 2 x N] == Ap[q, 
2 x N]. If the extra compartment is occupied, then 
the adjacent compartment in the same row is also 
occupied. Hence all other possible arrangements 
must involve the remaining q - 1 dumbbells on the 
remainder of the array which is a L n, (N - 1) array. 
The number of elements in d[q, 2 x NJ is therefore 
B[q - 1,2 x (N - 1)]. Theorem I follows from Eq. 
(A2). 

Theorem II: 

Ap[q,2 x N] = Ap[q, 2 x (N - 1)] 

+ 2B[q - 1,2 x (N - 2)] 

+ A)q - 2,2 x (N - 2)]. (AS) 

Proof: Let a[ q, 2 x N] be the set of all possible 
arrangements on a L1(N) array and let e 1[q, 2 x N], 

_
----A -- ----------

I I I I I I I I I I I 
LIIN) 

N 

--------~-----------

I I I I I I I I I I I· 
L :n:IN) 

FIG.A!. An L1(N) array and an L11(N) 
array. 
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e2[q,2 x N, •.. ,e 4 [q, 2 x N] be the subsets of a[q, 
2 x N] in which the end two lattice sites are occupied 
in a manner shown in Fig.A2. Since every member 
e.[q,2 x N] differs from any and every member of 
e [q,2 XN],k 7-'j,we state that ej (q j 2 XN] n e,,(q,2 
;IN] =cp,k;,f. j. In addition, these four configurations 
are clearly complete in that they completely describe 
the occupation of the two end lattice sites 

4 
U e.[q,2 x N]=a[q,2 X N]. (A4) 

.=1 
We conclude that 

#a[q,2 x N] = #e1[q, 2 x N] + #€:![q, 2 x N] 

+ #e3[q,2 XN] + #e 4 [q,2 XN] == Ap[q,2 XN]. 
(A5) 

The set e1 [q, 2 x N] contains only those arrangements 
in which the end sites are unoccupied. All q dumb
bells are then arranged on a LI(N - 1) array. Both 
sets e 2(q, 2 x N] and e 3[q, 2 x N] have one site empty 
and one filled. This implies that one adjacent com
partment in the same row is also occupied. In each 
of these sets, the remaining q - 1 dumbbells are 
arranged on a ~l (N - 2) array. In the set e 4( q, 2 x 
N], two dumbbells occupy the end two sites. Then the 
remaining q - 2 dumbbells are arranged on a LI(N -
2) array. Application of Eq. (A5) yields Theorem II. 

If Eq. (A3) is solved for B[q - 1,2 x (N- 2)], 

2B[q -1,2 x (N- 2)] = Ap[q, 2 XN] 

-Ap [q,2 x (N-1)]-Ap[q- 2,2 x (N- 2)], (A6) 

so that by reindexing q and N we may also write 

2B[q,2 XN]=Ap[q + 1,2 x (N+ 2)] 

- A p[ q + 1, 2 x (N + 1)] - Ap[ q - 1, 2 x N] (A 7) 

and these values for the B can be substituted in Eq. 
(AI). If the result is then reindexed in q and N, we 
obtain 

Ap[q,2 x N] =A)q,2 x (N - 1)] + Ap[q - 1,2 

x (N-l)] +Ap[q-l,2 x (N- 2)] +Ap[q- 2,2 

x(N-2)]-Ap[q-3,2 X (N-3)]. (A8) 

Thus 

III III lUll III·, 
, \ 

Lr ( N -I) Nthcolumn 

IIIIIIIH 11111 e
• 

\ I 

Lli.(N-2l 

IIIIIIIHIIIII·· , 
~(N-2l 

"---'11 1-----'----'-1 l----r--nll U 1111:;·. 
Li(N-2l 

FIG. A2. An illustration de
fining the subsets e 1 , e 2' e 3 , 
and e 4 in terms of the occupa
tion of the Nth column. 

Coo=O, Cll =l, 

Co 1 = 1, C12 = 1, 

C20 = 0, 

C 21 = 0, 

C22 = 1, 

C 30 = 0, 

C 31 = 0, 

C32 = 0, 

C 33 =-1. 

APPENDIX B 

In this appendix we show that 

(Bl) 

where K and Jlg are constants. 

To accomplish this we imagine that the 2 x N lattice 
is rearranged into a 1 x 2N lattice. A[q, 1 x 2N],the 
number of arrangements of a q dumbbells on the 
1 x 2N lattice, minus X(q, 1 x 2N), the number of 
arrangements in which a dumbbell occupies the Nand 
N + 1 lattice sites is equal to Ap[q, 2 x N], Le., 

Ap[q,2 XN1=A[q,1 x 2Nl-X(q,1 x 2N). (B2) 

As N becomes large, the sum of Eq. (B2) over all 
possible values of q may be written as 

2 (N/2) [N] 

6 Ap[q,2xNl>:::~ A[q,lxN] (B3) 
q =0 q=O 

because the sum of X over q will be inSignificant, Le., 
the sum of all arrangements in which the Nand N + 1 
lattice sites are occupied will be negligible when 
compared to the sum of aU possible arrangements 
for all possible q. Then 

ki-P ~Ap[q,2xN]>:::~A[q,lx2N]. 
00 q 4 

We have shown previously5 that 

A[q,l x 2N] =(2N;- q). 
Thus 

[N] 

2::A[q,1 x 2N] = ~ (2N - q) =f2N +1> 
q q=O q 

where f R is the Rth Fibonacci number. Because 

_ 11(1 + l5) 2N+2 _ (l-l5fN
+

2 t 
f 2N+1 - ..f5 2 --2-1 \' 
we may write for large N, 

[N] 

~ (2N - q)= K I-' ~N + 2, 
q=O q 

(B4) 

(B5) 

(B6) 

(B7) 

(BB) 

where!! := l/l53nd f.J.g , the golden proportion is given 
by /lg = 2(1 + -/5). 

Thus for large N, 
[NJ 

6.N ==:6 Ap[q, 2 x N] = K'l-'i N+2 • 
q=O 

(B9) 

We can also determine IJ." in terms of the C .. in our 
recursion relation [Eqs .(3) and (AS) 1 'J 

00 <Xl 00 

K '/l2 N + 2 :;;:: 6 :6 6 C A [q - i 2 x (N - j)] 
8 q=O i=Oj=l ij P , 

00 00 

=:6 :6 c. . K'JJ,2W-j) + 2 
i=O j=l'J g 
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or 
00 

1 =~ C. xj, (B11) 
j ~O } 

where X == 11;2 and the X are the smallest positive 
root of Eq. (B11) in which Co ==: - 1. 
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Perturbation Calculation of an Algebraic Realization of Spin Waves 

C.J.Liu 
Department of Physics, UniiJersity of Wisconsin-Milwaukee, Milwaukee, Wisconsin 53201 

(Received 17 June 1971) 

Via the results of a preVious paper on an algebraic realization of spin-wave theory r J. Math. Phys.12, 2144 
(1971)], the Hamiltonian of the Heisenberg model of ferromagnetism is regrouped into a main part and a pertur
bed part. By introducing a generalized Bethe-Salpeter equation it is shown that the main part can be diagonaliz-
ed by the single-particle states.two-particle states,and two-particle bound states. To stUdy the scatterings of 
the perturbed part, an equation for the amplitude of the two-particle scattering states is derived. At low temp
eratures this equation is solved by power series expansion. The modification of thermodynamic free energy 
and spontaneous magnetization due to perturbation is equal to the first Born approximation multiplied by a 
function Q (5). 

1. INTRODUCTION 

In a recent paper, the spin wave theory has been 
studied on the basis of an algebraiC realization of 
spin operators.1 The Hamiltonian under consideration 
is the Heisenberg model of ferromagnetism, 

'" (Z) '" :JC = - H LJ S 1 - LJ .Iz m 8 I' 8m , (1. 1) 
1 I,m 

where 8 1 is the spin operator of the atom at the lth 
site, satisfying the algebraic relations 

[5(+) 5(-)] = 20 S lz) (S(z) Sl±)] = ± 0 S(±) 
1 , m 1m I' I' m 1m I • 

The spin operators can be realized in the form 

8 z = 4>lU4>/' 
with 

_ ((31 + ~B) 
4>z = bl + ~b ' 

(1. 2) 

(1. 3) 

(1.4) 

where U is the Pauli matrix. Both ~t3 and ~b are arbi
trary c-numbers while (3z and bl are boson operators 
that commute with each other. In particular, we 
choose ~~ = 2 5 and ~b = O. The Fourier transform 
for f3z and bl is 

(3k = (11m) ~ e il •k (3z , 
1 (1. 5) 

bk = (1/.,fN) ~ eil .1I. bz• 
1 

We note (cLRef.1) that the {3 particles are "spurions" 
which carry only spin quantum number without exci
tation energy. The dynamic properties of spin wave 
are essentially due to the b particles which are the 
observed spin waves, Le., magnons. Therefore, it 
suffices to write down the effective Hamiltonian in 
place of Eq. (1. 1): 

:Ie =: Eo + 6 {H + 2S[J(0) - J(k)]} btbk - (1/2N) 
II. 
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x I; (J(kl - k3) + J(kl - k 4)]b1 bt bk bk II.P k.z.k 3 ,k4 1 2 3 4 

X 0 (kl + k2 - k3 - k 4), (1. 6) 

where 

and 
Eo = - N52 J(0) - NSH 

J(k) = JI; e ik •l • 
1 

(1. 7) 

(1. 8) 

The Hamiltonian of Eq. (1. 6) is obtainable from that 
of Holstein and Primakoff by putting2 

(1.9) 

and keeping the interaction term 

(1. 10) 

Since Eq. (1. 10) yields the two-particle bound states, 
it plays an essential role. In the limiting case of long 
wavelengths, calculations show that the two-particle 
bound states are no less important than the single
particle states.1 Recently, bound states have been 
observed in far infrared measurements. 3 Elabora
tions are focused on anisotropic effect.4 ,5 However, 
our approach is easily extended to include such an 
effect. 

The existence of the bound states make Born approxi
mation inapplicable. For this reason we regroup the 
Hamiltonian of Eq. (1. 6) in the following way: 

:JC = Xl + XII , 

where 

(1. 11) 

XI=Eo +~{H +2S[J(0)-J(k)]}btbk -[J(O)/N] 
k 

x ~ b't b't bk bk li(kl +k2 -k3 -k4) 
1 2 3 4 

k 1,k2 ,k 3,k 4 (1. 12) 
and 



                                                                                                                                    

248 M C QUI S TAN, LIe H T MAN, LEV I N E 

00 0() 

~ K'1I2g N+ 2 '" '" C J' ~... LJLJ "X: 
j~1 i~O 'J (BlO) 

• Present Address: University of Wisconsin-Madison, Madison, 
Wisconsin 53706 
S. G. Brush, Rev. Mod. Phys. 39, 883 (1967). 
D. Lichtman and R. B. McQuistan, J. Math. Phys. 8, 2441 (1967). 

or 
00 

1 =~ C. xj, (B11) 
j ~O } 

where X == 11;2 and the X are the smallest positive 
root of Eq. (B11) in which Co ==: - 1. 

3 R. B. McQuistan and D. Lichtman, J. Math. Phys. 9,1630 (1968;. 
R. B. McQuistan, J. Math. Phys.10, 2205 (1"969). 
R.B.McQuistan and S. J. Lichtman, J. Math. Phys. 11,3095 (1970). 

Perturbation Calculation of an Algebraic Realization of Spin Waves 

C.J.Liu 
Department of Physics, UniiJersity of Wisconsin-Milwaukee, Milwaukee, Wisconsin 53201 

(Received 17 June 1971) 

Via the results of a preVious paper on an algebraic realization of spin-wave theory r J. Math. Phys.12, 2144 
(1971)], the Hamiltonian of the Heisenberg model of ferromagnetism is regrouped into a main part and a pertur
bed part. By introducing a generalized Bethe-Salpeter equation it is shown that the main part can be diagonaliz-
ed by the single-particle states.two-particle states,and two-particle bound states. To stUdy the scatterings of 
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1. INTRODUCTION 

In a recent paper, the spin wave theory has been 
studied on the basis of an algebraiC realization of 
spin operators.1 The Hamiltonian under consideration 
is the Heisenberg model of ferromagnetism, 

'" (Z) '" :JC = - H LJ S 1 - LJ .Iz m 8 I' 8m , (1. 1) 
1 I,m 

where 8 1 is the spin operator of the atom at the lth 
site, satisfying the algebraic relations 

[5(+) 5(-)] = 20 S lz) (S(z) Sl±)] = ± 0 S(±) 
1 , m 1m I' I' m 1m I • 

The spin operators can be realized in the form 

8 z = 4>lU4>/' 
with 

_ ((31 + ~B) 
4>z = bl + ~b ' 

(1. 2) 

(1. 3) 

(1.4) 

where U is the Pauli matrix. Both ~t3 and ~b are arbi
trary c-numbers while (3z and bl are boson operators 
that commute with each other. In particular, we 
choose ~~ = 2 5 and ~b = O. The Fourier transform 
for f3z and bl is 

(3k = (11m) ~ e il •k (3z , 
1 (1. 5) 

bk = (1/.,fN) ~ eil .1I. bz• 
1 

We note (cLRef.1) that the {3 particles are "spurions" 
which carry only spin quantum number without exci
tation energy. The dynamic properties of spin wave 
are essentially due to the b particles which are the 
observed spin waves, Le., magnons. Therefore, it 
suffices to write down the effective Hamiltonian in 
place of Eq. (1. 1): 

:Ie =: Eo + 6 {H + 2S[J(0) - J(k)]} btbk - (1/2N) 
II. 
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and 
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The Hamiltonian of Eq. (1. 6) is obtainable from that 
of Holstein and Primakoff by putting2 

(1.9) 

and keeping the interaction term 

(1. 10) 

Since Eq. (1. 10) yields the two-particle bound states, 
it plays an essential role. In the limiting case of long 
wavelengths, calculations show that the two-particle 
bound states are no less important than the single
particle states.1 Recently, bound states have been 
observed in far infrared measurements. 3 Elabora
tions are focused on anisotropic effect.4 ,5 However, 
our approach is easily extended to include such an 
effect. 

The existence of the bound states make Born approxi
mation inapplicable. For this reason we regroup the 
Hamiltonian of Eq. (1. 6) in the following way: 

:JC = Xl + XII , 

where 

(1. 11) 

XI=Eo +~{H +2S[J(0)-J(k)]}btbk -[J(O)/N] 
k 
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and 
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By introducing a generalized Bethe-Salpeter equation 
we shall show that the Hamiltonian given in Eq. (1. 12) 
can be diagonalized by single-particle states, two
particle states, and two-particle bound states. Accor
dingly, we can treat Jel as the main part and Jell as 
the perturbed part. 

Finally, the modification of thermodynamic free 
energy and spontaneous magnetization is calculated. 
To accomplish this, an equation for the amplitude of 
two-particle scattering states is derived. The in
homogeneous part gives the first Born approximation. 
At low temperature the equation is solved by power 
expansion. The result shows that the correction is 
equal to the first Born approximation multiplied by a 
function Q(S). 

2. THE BETHE-SALPETER EQUATION 

Consider JeI as the main part. The equation of motion 
is given by 

(H + 2S(J(0) - J(k)] +} :Jbk 

= 2J(0)/N ~ bt bk bk c5(k +k1 -k2 -k3 ) 
kl'~.k3 1 2 3 (2. 1) 

where 

J(O) - J(k) = ~ ~ [(_)n+1/(2n)!)(koI)2n. (2.2) 
1 n 

Define the Fourier transform 

l/I(x, f) = (l/IN) ~ bk(t)eik.~ (2.3) 
k 

therefore, 

[l/I(x, f),l/I+(x', f)) = c5(x-x') 

and 
[l/I(x, f), l/I(x', f)] = o. 

The equation of motion, in terms of l/I(x, t), is 

(H - A(;V) +} ;t) l/I(x) = 2J(0)l/I+(x)l/I(x)l/I(x), 

where 

A~) = 2S~ ~ [1/(2n)!](loV')2n. 
1 n 

(2.4) 

(2.5) 

(2.6) 

We note that the operator AI(;V) introduced here is to 
generalize the field equation. 6 

The following calculation is parallel to the method 
used in Ref. 1. Define first the Bethe-Salpeter wave 
function: 

XkEa (Xl' X2) = (0 I T (l/I(XI )l/I(x2 )) Ik, E, (II), (2.7) 

where T(l/!(X1 )(l/.I(x 2 ) is the time-ordered product of 
l/I(xl ) and l/I(x2). Using the equation of motion and the 
commutation relations of l/I, one finds 

(H-A('\71) +} a~)(H-A('\72) +} a~2)XkEC,(Xl>X2) 
= i2J(0)c5(tl - t2 )c5(XI - x 2 )XkEa (Xl' X2)' (2.8) 

Now, we introduce the propagator function 

(2.9) 

SF satisfies the equation 

(H - A(V'I) +} a~J SF (Xl - x2) 

= - i5(tl - t2 )5(xI - x2 ). (2.10) 

Using SF(X) to integrate Eq. (2. 8), we obtain the Bethe
Salpeter integral equation 

XkEcx (Xl' X2) = XkEcx (Xl' X2) - i2J(0) 

x ~ J dty SF (Xl - Y)XUcx (y,y)SF (X2 - y) (2.11) 
y 

where the inhomogeneous term xkEa (Xl' X2 ) satisfies 
the source-free equation. 

By taking xl = X2 , Eq. (2.11) can be written 

XkEa (x, x) = XkEcx (x, x) - ~ J dty V(x - y )XkEa (y, y), 

y (2. 12) 
where the kernel V(x) is defined by 

V(x) = i2J(0)SF(x)SF(x), (2.13) 

Since 

SF(X) = i:..- ~ J dE 1 ei Ck.x-EO (2.14) 
N k 27T E - E + i k ( 

with 
Ek = H + 2S[J(0) - J(k)), (2.15) 

we obtain 

V(x) = ~ ~ J ~~ V(k, E)eiCk.x-Et), (2.16) 
k 

where 
_ 4J(0) 1 

V(k, E) =}{ ~ E _ (E + E )' (2.17) 
q k/2 +q k/2 -q 

Define the two-particle states by 

XkEa(X, x) = xcx (p, q) exp{i[ (p + q)o X - (Ep + Eq)t]) 

with 
(2.18) 

P + q =k. (2.19) 

Subsititution of Eq. (2. 18) into Eq. (2. 11) gives 

(2.20) 

where 
V(P + q E + E) = J(O) .0 

''P q NSJ k' 

x 1 
~ cos[t (p + q)'l]{cos(kl oI)--cos[t (p - q) o I]} . 

(2.21 ) 

The left-hand side of Eq. (2. 21) depends on (p + q) 
while the right-hand side depends on (Pi - qi)2n i = 
x, y, z and n > O. Hence, there are only two possibili
ties: 

(i)p=iP and q=jq i7-j, i,j=z,y,z; 

(ii) p = q. (2.22) 

Case (i) leads to an inconsistency. The reason is 
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parallel to the arguments presented in Ref. 1. On the 
other hand, case (ii) yields 

X kE c.(.t , x) = Xa(k) exp[i(kox - Ekt» 
with 

Ek = 2Ek/2' 

(2.23) 

(2.24) 

The representation of Xc: (k) is given in the Appendix 
A.7 

We now define the two-particle bound state 

(2.25) 

Substitution of Eq. (2.25) into the homogeneous Bethe
Salpeter equation yields 

V(k, wk ) = - 1. (2.26) 

Define 

M = 2H + 4S[J(0) - J(~k)] - Wkj (2.27) 

then Eq. (2. 26) turns out to be 

4J(0) '" 1 = 1 
L.I 1· 2(1 ) • N q M+8SJ~ cos(zkol}sln zqol (2.28) 

At low temperature, ka« 1, the integrand is inde
pendent of the total momentum k. We note that Eqs. 
(2.27) and (2.28) agree with the results obtained in 
Ref. 1 if only the leading terms are considered. M 
can be interpreted as the binding energy of the bound 
state. 

By restricting ourselves only to two-particle pro
cesses, the Hamiltonian of Eq. (1.12) takes the form 

Xl = Eo + E Ekbtbk + E Ekctck + E WkB"tBk' (2.29) 
It It It 

where c" and ct are the annihilation and creation 
operators of the two-particle states while Bk and Bt 
are the annihilation and creation operators of the 
twu-particle bound states. The present calculations 
can be generalized to include the anisotropic effects. 
These are presented in the Appendix B. 

When we evaluate the thermodynamic free energy 
from the Hamiltonian of Eq. (2. 29), we have to bear 
in mind that at low temperature the number of exci
tations, i.e., spin waves, are very small compared 
with N.l The ground states are characterized by the 
"condensation" of (3 particles while the observed 
spin waves are b particles. Therefore, we neglect 
the effect of binding energy in the calculation of 
thermodynamic free energy. 

In the case of simple cubic lattices with nearest
neighbor exchange interactions, the free energy can 
be expressed as an expression: 

F = Eo - Ntr-{[Z5/2(j3H) + 25/2Z5/2(2PH)]63/2 

+ i 1T[Z7/2(PH) + 23/2Z7/2(2j3H)]65/2 

x + ~ 1r2[Z9/2(j3H) + 21 / 2Z g / 2(2/3H)]07/2 + ... } 
(2.30) 

with 1 
z (x) == E - e-"" 

n r=l rn 
(2.31) 

and 
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(2.32) 

The spontaneous magnetization is therefore given by 

~ = N{S - (1 + 27/ 2H(!) f)3/2 - i 1r (1 + 25/2)~ G )05/ 2 

- ~ 1T2 (1 + 23/2) ~(~) 07/2 + ... }, (2.33) 

where ~(n) = Zn(O). 

3. THE SCATTERINGS 

To investigate two-particle scattering states, it suf
fices to consider Xll as the interaction part and Xo 
as the noninteraction part, which is given by 

(3.1) 

In the following, we use the conventional method of 
perturbation. The two-particle states satisfy the 
familiar equation 

lap(p,q»=I(l-:re +X ~E -E +. JCn)I<p(p,q), 
o II p q ZE (3. 2) 

where E --t 0+ and I <p (p, q» = bt b~ I 0) • 

Now, we write lap (p, q» in the form 

lap (p,q» = E ap(P,q;kl,k2)b~ bt 10) (3.3) 
kl'k2 ! 2 

with 
ap(p, qj kl' k2) ::: ap(p, q; k2' k1 ), (3.4) 

Hence Eq. (3. 2) becomes 

{3Ca + Xu - Ep - Eq + i E} lap(P, q» == i EI <p (p, q», 

(3,5) 
By substituting Eq. (3, 3) into Eq, (3. 5), one finds 

ap(p, q; kl' k 2 ) 

==[o(P-k1 )o(q-k2) + 6 (P-k2)6(q-k1 )] 

_!. E J(O) - J(k) . 
N k Ek! + Ek2 - Ep - Eq + tE 

xap(p,qjk1 +k2 -k), (3.6) 

Equation (3.6) may be solved by iteration. But it is 
necessary since we are interested only in finding the 
correction of the thermodynamic free energy which 
is given by8 

i:J.F = (1/2N) L; (np)(I\)A(p,q), 
p.q 

where 

(~) = 1/ { exp[ (13 Ep)-- 1]} 
and 

A(p,q) == N(cp(p,q) IXll lap(P,q» . 

Define 

(3.7) 

(3.8) 

(3.9) 

j(p, qjkl>k2) == E [J(O) - J(k)]ap(p, q;kl + k,k2 - k). 
k (3 10) Therefore, Eq. (3. 6) becomes . 

2 
j(p,q;p,q) == ~[J(O)-J(p-q)] - N 1? 

X J(O) - JOt) . f (P k k) 
E + E E E + ,qjP + ,q - • 

'j>+k q-k - 1> - q tE (3.11) 
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It follows from Eqs. (3. 3), (3. 5), and (3.9) that 

A(p, q) = 4j(p, q; p, q), (3.12) 
Le., 

A(p, q) = 2[ J(O) - J (p - q)) 

+ (1/ NS) ~ K(p, q; k)A(P + k, q - k), (3.13) 
k 

where 

. = J(O)-J(k) ( 
K(P, q, k) - J(p) + J(q) _ J(p + k) _ J(q _ k) 3.14) 

The inhomogeneous part of Eq. (3.13) gives the first 
Born approximation. Since at low temperature the 
number of excitations are very small in compared 
with N, i.e., ,£p(np)« N, therefore the leading term 
contributing to AP comes from 

1 (4'3 ~ Up - 4! ""2 (pol)Z(qol)Z). (3.15) 

Consequently, 

(3.16) 

The modification of spontaneous magnetization is, 
accordingly, 

(3.17) 

Now let us take into account the corrections due to 
the homogeneous part of Eq. (3.13). We note first 
that in the case of k1 a « 1 and kza « 1 the kernel 
of Eq. (3.14) is approximated by 

3 

Ja M (Pi - qi) Sin(aki») 
J(O) _ J(k) (3.18) 

Write the invariant form of A(P, q) as 
3 

A(P, q) = Q1 a2 ~ (Pi - qi)2 + QzaZpoq 
;=1 

3 3 

+ Q3a4 .6 (Pi - qi)4 + Q4a4 .~ (Pi - qi F 
,=1 ,-) 

X (Pj - qj)Z + Q5a4(poq)Z + 0(a6). (3.19) 

By substituting Eqs. (3. 18) and (3.19) into Eq. (3. 13), 
one can easily show that 

QZ = Q4 = Q5 = 0, (3.20) 

Q1 = 2S _ ;S + 2R and Q3 = 2S _ ;S + 4R (- it), 
where (3.21) 

APPENDIX A: REPRESENTATION OF XCI (it) 

When p = q, Eqs. (2. 19), (2.20), and (2.21) yield 

X
ct 

(k)-1 = 1 - Js~) (C(o) + ~ [1 - cos( ~ k ol)]CPl 

+ .E[1 - cos(iko11)][1- cos(~ko12)] 
11.12 

X C(2) + ... ) (AI) 
'112 ' 

where 

G(n) :0 .:.- I; [1 coS(qo11))'''[1 - cos(qol,,)) 
[1·"t,. N q (y [1- cos(qol)))"+1 

The function defined by Eq. (A2) satisfies the sum 
rules 

6 c(n) - I; c(n-l) ='" = c(o) 
11· .. Zn - [l···l"-l 

11, .... 1" 11' .... 1 11 _1 

and the inequalities 

(A2) 

(A3) 

(A4) 

At low temperature, ka« 1, X
ct 

(It) can be power ex
panded by ka. 

APPENDIX B: EFFECTS OF ANlSOTROPY 

ConSider the anisotropiC Hamiltonian 

Je=-HEsy)-E J S oS -D2;(S(z»Z (Bl) 
1 l.m 1m 1 mIl , 

where D2: O. 

The main part has the form 

Jel == Eo - NDSz + E E b+ b _ D + J(O) 
k k k k N 

Ek == H + D(2S -1) + 2S[J(0) - J(k». (B3) 

If we follow the same arguments as in Sec. 2, it is 
straightforward to show that the two-particle state 
has energy Ek == 2Ek/z' On the other hand, the energy 
of the two-particle bound state is wk == 2Ek/Z - M. 

ConSider, instead of the anisotropic Hamiltonian of 
Eq. (Bl), 

R :0 _1_ J J J dxdydz x sinx + y siny + z sinz . Je = - H 2;1 S~) - E J;m[S(z) S~z) + aS~+)S<;')], (B4) 
3(211)3 -n 3 - cosx - cosy - COSZ l.m 

(3.22) 
Therefore, the correction to the thermodynamic free 
energy and spontaneous magnetization of Eqs. (3.16) 
and (3.17) are modified by the factor Q(S) which is 
given by 

Q(S) = 2S/(2S - 1 + 4R). (3.23) 
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where a 2: O. 

In this case one finds 

Xl == Eo + E Ekbt bk _ J~O) 

x k kEk k btbt bk bk o(k1 +kz -k3 -k4 ), 
1'2'3'4 123'" 

.(B5) 
where 

Ek == H + 2S[J(O) - aJ(k)]. (B6) 
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The two-particle state has energy Ek = 2Ek/2 follow
ing a similar argument as before. The energy of the 
two-particle bound state is 

Wk = 2Ek/ 2 -M', (B7) 
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Nonlinear Initial-Boundary-Value Problem for Convection, Diffusion, Ionization, 
and Recombination Processes * 

H. E. Wilhelm 
Colorado Slate Ullil'ersity, Fori Collills. Colurado 

(Received 28 June 1971) 

The time-dependent convection-diffusion equation with ionization and recombination reactions is reduced by 
means of a nonlinear transformation to a differential equation, in which the nonlinear term represents a small 
perturbation. The general procedure of solution for the corresponding nonlinear initial-boundary-value pro
blem is then established by means of the method of successive approximations. Uniqueness and convergence 
of the analytical solution are discussed. As applications, the temporal change of an initial distribution of elec
trons and ions is discussed for a finite box system and an infinitely extended system, respectively. 

PROBLEM 
In the evaluation of experiments concerned with the 
measurement of ionization and recombination coeffic
ients, one has in general to consider the simultaneous 
concentration changes of the reacting particles due to 
diffusion and convection. The corresponding initial
boundary-value problem is of general interest in 
plasma kinetics 1 - 3 and radiation chemistry.4-6 This 
problem has been treated analytically in the steady
state case by Wilhelm 7 and numerically in the time
dependent case (without a first-order reaction) by 
Gray and Kerr8 and Reinhardt. 9 A comprehensive dis
cussion of a variety of nonlinear initial-boundary
value problems of second order has been given 
recently by Montro1l10 with the motivation of clarify
ing the underlying mathematical principles for their 
analysis. In the following, the nonlinear initial
boundary-value problem for convection and diffusion, 
ionization, and recombination is subject to a nonlinear 
transformation and subsequently solved by the method 
of successive approximations. 

Mathematically, the initial-boundary-value problem 
for convection (flow field v) and collective diffusion 
(diffusion coefficient D)ll of the electrons and ions in 
a partially ionized plasma in presence of ionization 
(ionization coefficient E) 12 and recombination (recom
bination coeffiCient a) 13 reactions is described by 

#f + v·'\ln = D\j2n + En - an 2, 

where 
n(r, t)t~O == no(r), r"" s, 

and 
nCr, tlr=s = ep(s), t"" 0, 

r "" s, t"" 0, (1) 

(2) 

(3) 

are the initial and boundary conditions (s = position 
vector of boundary). The electron-ion density n(r, t) 
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is assumed to be small compared to the density of the 
homogeneous background gas (a,D, E == const). 

NONLINEAR TRANSFORMATION 

In absence of diffusion (D == 0) and convection (v == 0) 
a given particle density nCO) would change with time 
as a result of ionization and recombination according 
to net) = n(0)e d /[1 - (a/E)(1- eEt)n(O)]. In presence 
of diffusion (D "" 0) and convection (v "" 0), therefore, 
a trial transformation is attempted in the form 

( t) 
_ u(r, t)e Et n r, - ----,-'---'--'-----,-

[1- (a/E)(1 - eEt)u(r, t)] 
(4) 

with 
an (au ~ ed 

at = at + €U - au
2
j [1 _ (a/ E)(1 - e d)u)2' 

(5) 

(6) 

\j2ue d 
\j2n = ----:'-:--:------:~_=_ 

[1 - (a/E)(1 - e<t)u)2 

2(a/E)(1 - e<t)e€t(\ju)2 + . 
[1 - (a/E)(1 - e Et )u)3 

(7) 

By substitution of Eqs. (4)-(7), the initial-boundary
value problem defined by Eqs. (1)-(3) is reduced to 

au 2 at + v''\lu == D\j u - (J, r"" s, t "" 0, (8) 

where 
u(r, t)t=o = no(r), r "" s, (9) 

ep(s)e-d 
u(r t) _ = , 

'r-s [1 _ (a/ E)(1 - e-d)ep(s)] 
t "" 0, 

(10) 
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J. Math. Phys., Vol. 13, No.2, February 1972 

is assumed to be small compared to the density of the 
homogeneous background gas (a,D, E == const). 

NONLINEAR TRANSFORMATION 

In absence of diffusion (D == 0) and convection (v == 0) 
a given particle density nCO) would change with time 
as a result of ionization and recombination according 
to net) = n(0)e d /[1 - (a/E)(1- eEt)n(O)]. In presence 
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a trial transformation is attempted in the form 
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and 
- 2(QI/E)D(1 - e€t)('Vu)2 (11) a = - , r ~ s, t ~ O. 

[1 - (QI/E}(1 - e€t}u] 

The nonlinear transformation is generally valid, since 
Eq. (4) provides a unique interrelation between 
n(r, t) 2:: 0 and u(r, t) 2:: 0, which is free from singu
larities for any point {r, t}. 

A comparison of Eqs. (8) and (1) indicates that the 
nonlinear term a(r, t) is negligibly small in Eq. (8) for 
any time 0 :s t:s 00 if o(r, t) = a/(Qlu2e€t) is small 
compared to one, i.e., if for any interior point r '" s, 

o(r t) = 2(D/E}(1 - e-d}('V Inu)2 « 1. (12) 
, [1- (QI/E}(1 - e€t}u] 

It is seen that o(r, t) « 1 for intermediate times 0 < 
t < 00, if u(r, t) is an analytically well-behaved func
tion in the interior region excluding the boundaries 
r = s where u(r, t) may be discontinuous.14 In parti
cular, 

limo(r, t) = 0, limo(r, t) = O. (13) 
t--+O t....oo 

SUCCESSIVE APPROXIMATION 

The transformed initial-boundary-value problem, 
Eqs. (8)-(10), can now be solved analytically by means 
of the method of successive approximations. In this 
approach, the small nonlinear term a(r, t) is treated 
as a perturbation. 

vth Approximation, u(r, t) = uv(r, t). The initial
boundary-value problem defined by Eqs. (8)-(10) 
reduces by evaluating the perturbation a(r, t) in the 
(v - l)th approximation to 

au v or + v''Vuv = DV2uv - a v' 

2(QI/E)D(1 - e d )('Vuv-I)2 
a = - , 

v [1 - (QI/E)(1 - e€t)u v_
l

] (14) 

uv(r, t)t=() = no(r), 

u (r t~ _ cp(s)e-d 

v, =s - [1 _ (QI/E)(1 _ e-€t)cp(s)] 

This is a linear, parabolic problem with a source 
term a v[uv- I (r, t), t] known from the (v - l)th approxi
mation for v 2:: 1, while in the zeroth approximation, 
v = 0, 

ao == O. (15) 

In any approximation, v 2:: 0, the original function 
n(r, t) is given in terms of uv(r, t) by Eq. (4). Thus, 
the reduction of the nonlinear initial-boundary-value 
problem to a linear one is established, Le., its ana
lytical solution. IS 

G (x, y, z I ~, 11, ~, t) 

APPLICATIONS 

As an illustration, the method of solution is applied to 
initial-boundary-value problems for a three-dimen
sional box and an infinite spherical system, respec
tively. Convective flow fields are assumed to be 
absent (v = 0), and only the zeroth and first approxi
mations will be evaluated. Higher approximations are 
not required, since generally the zeroth approximation 
is within the experimental uncertainties. 

A. Finite System 

The temporal development of an initial ionization dis
tribution no(x, y, z) in a box with side lengths a, b, c 
and homogeneous particle densities at the walls 
[n(s, t) = CPo] is described by the (transformed) initial
boundary-value problem 

~= D(a
2
u + a

2
u + a

2
u) _ a 

at ax2 ay2 az2 ' 

a == _ 2~D(1 _ ed/(au/ax)2 + (au/ay)2 + (au/az)2\ 
E \: 1 - (QI/E)(1 - ed}u 7 

where 
(16) 

u(x,y,z,t)t=o =no(x,y,z), (17) 

u(x,y,z, t)x=(),a = l1(t)t 

u(x,y,z, t)y=(),b = l1(t) ( 

u(x,y,z, t)z=o.c = l1(t)) 

cfJoe- d 

l1(t) == , 
1 - (QI/E)(I- e-d)cpo 

(18) 

and 0 :s X :s a, O:s y :S b, O:s z :S c. By means of the 
linear substitution 

u(x,y,z, t) = l1(t) + w(x,y,z, t), (19) 

the initial-boundary-value problem defined in Eqs. 
(16)-(18) is reduced to 

aw _ 2 f. dfl\ 
Of - DV w - \a + atJ' 

where 

w(x, y, z, t)t=o = no(x,y, z) - CPo 
and 

w(x,y,z,t)x=o,a= 0, w(x,y,z,t)y=(),b = 0, 

w(x,y,z, t)z=(),c = O. 

(20) 

(21) 

(22) 

From Eqs. (20)-(22) and (19), one obtains for a = ao= 
o the solution in the zeroth approximation, u = Uo, 

abc 

U o = l1(t) + J J J [nO(~' 11,0 - CPo] 
00 0 

X G(x,y,z/~,7],~,t)d~d7]d~ (23) 

X J(~tL\ dTJJJ G(x,y,z/~,7],~,t-T)d~d7]d~, 
o utI t=T 000 

where G(x, y, z I ~, 11, ~, t) is the source function of Eq. 
(20) [boundary conditions according to Eq. (22)], 

23 00 00 00 ~ [()"1T) 2 (1L1T~ 2 (V7T) 2 Jf ),.1T 1L1T V1T ),.1T 1L1T V1T =- 6 6 6 exp - a + b + C Dt sina-x sinoY sincz sina-~ sino11 sinc~' (24) 
abc A=IIl=1 v=l 
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Similarly, there results from Eqs. (20)-(22) and (19), 
by setting a = a1 ;>' 0, the solution in the first approxi
mation, u = u l' 

where 
Il' (auo/ax)2 + (au o/ay)2 + (auo/az)2 

a = - 2-D (1 - e d) --'-----.:-'-------=--
1 E 1-(Il'/E)(I-ed)uo 

(26) 
is given in terms of the solution of the zeroth approxi
mation and G(x,y, z I~, 1/,~, t) by Eq. (24). 

According to Eqs. (4), (21), and (24), the particle 
density no(r, t) is in the zeroth approximation, 

uo(r, t)e d 

n(r, t) = , (27) 
1 - (1l'/€)(1 - ed)uo(r, t) 

where 

(28) 

t( . -1 
SAIlIJ(t} = CPo exp(- YAlllJt) /1 - Z(1 -e -ET)CPO) 

and 
x exp[(YAIlIJ - E}r)dr (31) 

YAIlIJ= [(A17/a}2 + (p.17/b)2 + (1I17/c)2]D. (32) 

It is noted that the BAIf' are the Fourier coefficients 
of the function which IS f(r) = 1 within14 0 < x < a, 
o < y < b, 0 < z < c: 

I; I; I;BAIlIJ sinA17x sin~y sin 1117Z = 1, r;>' s. (33) 
A=1 1'=1 IJ =1 a u - c 
The characteristics of the solution given by Eqs. (27) 
and (28) depend in general on whether (i) the boundary 
conditions correspond to an equilibrium or non
equilibrium state and (ii) the ionization coeffiCient E 
is smaller, equal, or larger than the first eigenvalue 

')1111 = [(17la)2 + (17lb)2 + (17/c)2)D. (34) 

The corresponding steady-state solutions n~(r) are 
obtained from the respective solutions n(r, () by the 
operation 

limn(r, t) = nco(r). (35) 
t-+co 

It should be noted that this limnco(r) is Dot necessarily 
applicable at the boundaries r = s, since in general, 
for mathematical reasons, 

lim (lirnn(r, t)\ ;>' lim(lirnn(r, t}\. 
r--+s t-+oo ) 1--+00 r-Jos J 

(36) 
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1. Equilibrium Boundary Condition, CPo = EI Il' 
If CPo = E/Il', then /1(t) = Ci~o and SA~"(t) = cfl o(1 
- exp(-'}'AI'"t)lIYAIJ" by Eq. (31). In this case, Eqs. (27) 
and (28) glVe as steady-state solution in the zeroth 
approximation, 

(37) 

Hence, an equilibrium density CPo = E/ Il' as a boundary 
value leads to a single, homogeneous steady- state 
distribution nco(r) = CPo, O::=: x ::=: a, O::=: y ::=: b, 0 ::=: 
Z::=: c,for any E 5Ylll' 

2. Nonequilibrium Boundary Conditions, 0 < CPo ;>' 
E/Il' 

If 0 < CPo ~ E/Il', then the integral SA 1J(t) is non
trivial, and has by Eq. (31) the asymptotic properties 

lirnS AIJIJ(t) = 0, 
t-+co 

(38) 

Accordingly, Eqs. (27) and (28) give as steady-state 
solutions in the zeroth approximation, 

n (r) = CPo I; I; I;BA YAIlIJ 
co [1 - (Il'/ E)CPoJ A=l Il =1 IJ =1 IJV(YAIJV - €) 

A 17 1J.17 1117 
x sin-x sin-y:-y sin-z 

a U' c 

x (1 + (Il'/E)CPo I; I; I;B
A 

YAIlIJ 
[1- (Il'/E)CPoJ A=1 Il =1 1J=1 IJV(YAIJV - €) 

(41) 

nco(r} = E/Il', 0 < X < a, 0 < y < b, 0 < z < c, 

€ 2: Y111; nco(s) = limn(r, t) = CPo. (42) 
1'-+& 

Hence, a nonequilibrium density CPo ~ E/Il' as a 
boundary value gives rise to a steady-state distri
butions nco(r), which are inhomogeneous within 0 ::=: 
x::=: a, O::=: y ::=: b, O::=: z ::=: c and different in the cases 
E < Y 111 and E 2: Y111' 

The steady-state solutions in Eq. (41) and (42) satisfy 
the boundary condition nco(s) = CPo as can be shown by 
means of Eq. (33); e.g., the relevant expreSSion in Eq. 
(41) becomes 

co co co Y A17 1117 1117 
ll'm" " "B, "IJ AIJV. .,... LJ LJ LJ ",. SID-a x SID-y:-Y SID-

C 
Z 

r-+& A=l I' =1 v =1 Y AIJV - € u 

= lim(1 + EE E E BA.IJ" 
1'-+8 A=l ..=1 IJ =1 YAjilJ - € 

A1T 1J.1T 1117) 
x sina-x sin1JY sincz = 1. 

3. Nonequilibrium Boundary Condition, CPo = 0 
If CPo = 0, then p.(t) = 0 and ~~v(t) = 0 by Eq. (31). In 
this case, Eqs. (27) and (28) glVe as steady-state 
solutions in the zeroth approximation, 

(43) 
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(44) 

noo(r)=E/a (O<x<a, O<y<b, O<z< c), 

E> '}'111; noo(s) = limn(r, t) = O. (45) 
r->s 

Hence, the special nonequilibrium boundary value 
CPo = 0 leads to steady-state distributions noo(r), 
which are different in all possible cases E < Ylll' 

E = Ylll' and E > Ylll' 

In an analogous way, the solution in the first approxi
mation [Eq. (4) with Eq. (25)] may be discussed. 

B. Infinite System 

The temporal development of an initial ionization dis
tribution no(r) of the form of a Gaussian 

no(r) = [No/(1Tb2)3/2]e-r2/b2 (46) 

(No,b = con.stant parameters) in an infinite medium 
is described by the (transformed) initial-boundary
value problem 

au = D(a
2
u + .! au) _ a, 

at ar2 r ar 

a == - 2 ~D(l _ eLt) ( (au/ilr)2 ) , 
E 1 - (a/E)(l - e€t)u (47) 

where 

u(r, t)t=O = no(r), 

limu(r, t) = 0, 
r->OO 

(48) 

(49) 

and O:s r:s 00, r == .fx2 + y2 + z2. From Eqs. (46)
(49), one obtains for a = ao = 0 the solution in the 
zeroth approximation, u = uo' 

+w 

uo(r,t) =1ff no(~,7/,nG(x,y,zl~,7/,~,t)d~d''1d~ (50) 
-00 

where G (x, y, z I ~, 7/, ~, t) is the source function of Eq. 
(47) [boundary conditions according to Eq. (49)], 

G(x,y,zl~,7/,~,t) 

_ exp{- [(x - 0 2 + (y _7/)2 + (z - n2 J/4Dt} 

- (41TDt) 3/2 (51) 

Similarly, there results from Eqs. (47)-(49), by sett
ing a = a l '" 0, the solution in the first approximation, 

tab c 

U 1 =Uo - fbfff al(~,7/,~,T) 
o 000 

XG(x,y,zl~,7/,~,t-T)d~d7/d~, (52) 
where 

a = - 2-D(1 - ed) a (auo/ar)2) 
lEI - (a/E)(l - eEt)uo 

is given in terms of the solution U o of the zeroth 
approximation and G~x,y,z I~, 7/,~, t) by Eq. (51). 

(53) 

According to Eqs. (4), (50), and (51), the particle den'
sity is in the zeroth approximations: 

uo(r, t)e Et 
n(r, t) = , 

1 - (a/E)(l - eEt)uo(r, t) 
where 

N 
u (r t) = 0 e- r2/(4Dt+b 2 ) 
0' [1T(4Dt + b2)]3/2 . 

Equations (54) and (55) indicate that only a single, 
homogeneous steady-state solution exists, 

n (r) = E/a, 
00 

(54) 

(55) 

(56) 

which corresponds to the state of thermodynamic 
equilibrium. This result is generally valid for sys
tems of infinite extension. 

In an analogous way, the solution in the first approxi
mation [Eq. (4) with Eq. (52)] may be discussed. 

UNIQUENESS AND CONVERGENCE 

The nonlinear initial-boundary-value problem des
cribing the temporal change of electron-ion distri
butions by collective convection, diffusion, ionization, 
and recombination [Eqs. (1)-(3)] has been reduced by 
means of a nonlinear transformation [Eq. (4)] to an 
initial-boundary-value problem, in which the non
linear term is small. It has been shown that the solu
tion of the transformed initital-boundary-value pro
blem [Eqs. (8)-(10)] can be obtained by means of the 
method of successive approximations from linear 
initial-boundary-value problems with a known source 
term [Eqs. (13)-(15)]. 

From the physical nature of the initial-boundary
value problem [Eqs. (1)-(3)], one can infer that it has 
a unique solution. In order to prove mathematically 
the uniqueness, the function nCr, t) is expanded in 
Sturm-Liouville characteristic functions. This leads 
to an infinite system of coupled, nonlinear integral 
equations for the time-dependent expansion coeffic
ients, for which only a single solution can be shown to 
exist. I 6 

In applications, the number of successive approxi
mations to be evaluated is determined by the acc
uracy required. The sequence of successive approxi
mations, 

{u v (r, t)} = uo(r, t), u 1 (r, t), .•• ,uv (r, t), ... , 

converges towards the solution u(r, t) if a N(E I r, t) 
exists to every small E > 0 such that the condition 

luv(r, t) -ufl(r, t) I < E, for II, Il > N(E Ir, t) 

is satisfied. I 7 If G designates the Green's function of 
the homogeneous problem, the Ath approximation is of 
the general form 

t 

uA(r, t) = uo(r, t) - f dT fff OA(~' 1'/, ~, T) 
o (Jl 

x G(x,Y, z I~, 7/,~, t - T)d~d17d~. 

The Green's function G can be assumed to be bounded 
in the space ffi for 0 :s t < 00. The convergence cri
terion reduces then, for every small E' > 0, to 

la,,(r,t).-o/l(r, t)1 < E', forll,1l >N(E'lr,t). 

It follows that the successive approximations con-

J. Math. Phys., Vol. 13, No.2, February 1972 



                                                                                                                                    

256 H. E. WI L H ELM 

verge since O::s I u>..(r, t) I < E' if 0 ::s o(r, t)« 1 for 
o ::s t < <X) as shown in Eq. (12). 

Initial-boundary-value problems with boundary con
ditions of the type considered (first kind) have solu
tions, which are discontinuous across the boundaries 
r = s for all times 0 < t < 00, since the Fourier 
series representations of u(r, t) [and, hence, also 
n (r, t)] are discontinuous functions of r as r appro
aches s if CPo ~ 0. 14 Furthermore, in the limit t = 00, 
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Timelike asymptotic series for many-particle matrix elements of products of almost local fields are 
derived which generalize and extend the Araki-Haag series of quasilocal operators. An interpretation 
of the asymptotic leading terms in the form of contributions from disconnected intermediate particle 
states is given. A discussion of the dependence of the asymptotic leading terms on the smearing in the 
space variables is presented. 

I. INTRODUCTION 

Within the framework of quantum field theory, the 
connection between interacting fields and scattering 
matrix elements is established by the weak asymp
totic condition via the L8Z reduction technique. 1 

Let 10) denote the vacuum state and 

IMia;'}) = aout(Mi , aj'Yi)* 10) 
in 

(1) 

a discrete one-particle wave packet state with 
mass M j and internal (symmetry) quantum numbers 
1';.2 Here aex are the asymptotic creation and de
struction operators satisfying the canonical (anti) 
commutation relations 

[aex(M;,p, 1'), aex(Mj , It, e:)*] '" 

= 2wjlp)o(p - k)ojj 0yo 

"'; (P) = : + ";(Mf + p2) 1/2. 

(2) 

{lPMiaj(P)} is a set of 83 functions complete and or
thonormal in L2 with respect to the measure 
w;(P)-1d3p: 

f ..!EL 2w
j
(p)l/IMj a(P)*l/IM j b(P) = °ab' 

~alPMa(P)l/IMa(k)* = 2WM (P)o(P - k). 
(3) 

Finally let Dex denote the domain in the Hilbert 
space 1) , which is given by finite linear combina
tions of many particle states with nonoverlapping 
wavefunctions in velocity space. A set of wave
functions {l/I i (P1), ... , l/Iy(Pr)} is said to be nonover
lapping in velocity space, if for all Pj from the 
support of lPj(P j), we have pairwise 

wj(Pj )Pi ?' Wj(Pi )Pj' i?' j, i,j = 1, ... , r. (4) 

With these notations the weak asymptotic conditions 
reads!: If A(fxo) = f d4y!(~O - xO,y)A(y) is an 
almost local field, 3 with (0 I A (j) I 0) = 0, if one of 
the state vectors w,<J! is fromDex and if the point x = 
(XU, x) moves to infinity in a timelike direction, then 

(w IA(po) I <J!) ~ ~i{(OIA(P) li)(w laout(i) I<J!) 
x -+ ±oo in 

+ (iIA(fx") 10)('lilaout(i)*I<I»}. (5) 
in 

Here the sum runs over all discrete one-particle 
states and! is an element from 84 , 

Araki and Haag4 recognized the expression on the 
right- hand side of (5) to be the leading term (if 
(0 IAU) 10) = 0) of an asymptotic series which ex
plicitely reads: If AU) is an almost local field and 
'liex' <l>ex are both from Dex then we have 

257 

(w out IA(fxo) I <J!out) = (0 IA(f xc) I O)(wout II <J!o ut) 
in in in in 

+ E i { (iIA(jxo)O)('li out laout(i)* I <J!ouJ 
in in in 

+ (0 I A (fxo) I i)(Wqut laout (i) I <J! out)} 
111 111 ill 

+ ~ (iIA(fxo) Ii)T(W qut laqut(i)*aout(j) l<J!out) 
, .J 111 ill 111 in 

+ R('li, <J!,p) , (6) 

with the remainder R being bounded in xO by 

IR(W, <J!,p") 1< B(w, <J!,J)(XO)-N (7) 

for xO ~ 0 and any arbitrary positive integer N. 
The distribution of indices (6) is out for x O > 0 
and in for x O < O. 

The first term in (6) is a constant by translational 
invariance and often put equal to zero. Since the 
matrix elements of A(f x) between vacuum and 
one-particle states are smooth solution of the 
Klein-Gordon equation, the curly bracket in (6) 
behaves asymptotically like (x O)-3/2. 

Finally by means of the stationary phase method, 
one can show 4 that the double sum in (6) behaves 
like (x O)-3. In other words by Eq. (6), we have re
duced the many-particle matrix elements of a field 
operator to the three possible types of vacuum and 
one-particle matrix elements with well- known. 
asymptotic behavior plus a remainder vanishing 
faster than any inverse polynomial. 

Of course the smearing of the field A(f) in the 
space variables x can be dropped in (6). According 
to Borchers5 almost local fields 6 together with all 
their derivatives are bounded operator-valued 
functions in x after smearing in the time variable 
xO. If we drop the smearing in space, then (6) holds 
uniformly in x. 

Furthermore for self-adjoint operators A j(t), 
which destroy the vacuum state, it was shown in 
Ref. 4 that 

exists for wex or <J! ex E Dex and is essentially 
given by the matrix element of a product of n
particle density operators. 

For a variety of applications which have gained 
some interest in recent years the conditions under 
which (6) holds are too restrictive. 

For instance, the investigation of equal-time com
mutation relations can completely reduce to the 
conSideration of expressions of the form 7,8 

(8) 
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with 
h(i,i,r)(x) = (xl) i(X2)j(X3)Y, 

i,j,r ~ 0 finite. 

In order to connect the matrix elements above to 
(off-mass shell) scattering amplitudes, one always 
has to use a generalized Gauss theorem in one or 
the other form. 9 - 13 

This means one rewrites the total charges, i.e., 
their moments, as four-dimensional integrals over 
the corresponding divergences of the currents, 
which in turn are interpreted as interpolating 
meson fields via the prinCiple of Haag14 and Zim
mermann15 . In a rigorous treatment of this step, 
one has to calculate by means of expansions of the 
type (6) the contributions of infinite time like sur
faces. 9 ,13 

Speculative applications of (6) to cases not covered 
by the proof in Ref. 4 lead to the resolution of 
curiosities like frame dependences of sum 
rules. 9 ,13 

Therefore, it is worthwhile to generalize the asym
ptotic series (6) in two directions: (i) To extend 
(6) to the case of more general ·smearing func
tions" in the space variable x than S 3; for instance 
to 0~3 distributions and at least polynomials or 
0M3 functions. 16 (ii) To consider instead of one 
single field operator AU x'), a product of fields 
niA i (ft~) (which do not necessarily destroy the 
vacuum state). 

Both these generalizations will be the main topic 
of the present paper. A further interesting prob
lem is the origin of the leading terms in the asymp
totic series like (6). By this we mean the inter
pretation of these terms as contributions from cer
tain intermediate particle states. We will show 
that they all originate from disconnected inter
mediate particle states. 

All our results follow from the general postulates 
of Wightman fields with the exception of strict 
locaUty.1,17,18 Instead of strict locality we as
sume only almost locality. 3 In detail we require 
for the fields: (i) The fields Ai (f) smeared with 
test functions! (x) from S4 are operators with a 
dense domain in a Hilbert space ~ . (ii) Transla
tional invariance. (iii) Spectrum condition, Le., all 
states in ~ have real masses and positive energies. 
(iv) Almost locality3; roughly this means that the 
commutator of two fields vanishes in spacelike 
directions faster than any inverse polynomial. 

According to Borchers5 these assumptions imply 
the smearing of the fields over the space variables 
to be superfluous. After smearing in time, the 
fields Ai (g; x) are operator-valued bounded Coo
functions6 in x. Moreover their n-fold truncated 
vacuum expectation values are from S3(,.-1) in the 
n -1 difference variables ~i = Xi -x i +1 (i = 1, ... , 
n - 1). This property, called (B) in the following, 
plays the central part in our proofs. For simpli
city we will give the proofs only for scalar parti
cles. The generalizations to other particles are 
trivial. 
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D. TIMELIKE ASYMPTOTIC BOUNDS 

In this section we are going to prove some time
like asymptotic falloff properties for truncated 
vacuum expectation values of field operators. 

Let B1(x) be an exact one-particle excitation ope
rator built from an almost local field Ai(x): 

Bi (x) = : J d4Y!Mi (y - x)Ai (y) 

= J d4pe iPXJM . (P)Ai(P), • 
(9) 

with!M.(P) E S4 and support!M' concentrated in a 
hose afound the discrete one-pitrticle mass shell 
p2 = Ml in the forward cone. It has the proper
ties 

Bi(x) I 0) = 0, 

Bi(x) * I 0) = one-particle state. 
(10) 

Furthermore let ! ~~~. (x) be a smooth pOSitive-fre-
t t 

quency solution of the Klein-Gordon equation: 

JJ.tlai(x) = : (27T~3/2 J d 4P6+(P2 - M1Vr>(p)e- tPx (11) 

with 

l; (+) (P) = Ilf MjOi (P) Wi> P I Bi (0)* I 0)-1 (12) 

and Ilf M.a. specified in the introduction. From Bi •• 
and!~+lai we form the LSZ operator: 

J ~ B.(jf.+)·t) =:i d 3xB.(x)*-j(+) (x) 
• • , t =,,0 • axo liTia; 

= Jd4pB; (P)* W;~p) + po .7;<+) (p)e-i[Wi (p)-po] t, 

w;(P) (13) 

which when applied to the vacuum creates a time
independent one-particle state 

(14) 

Finally we introduce the following notations for 
various spaces of functions 16: (i) 0Mn denotes the 
space of all polynomial bounded COO-functions of n 
variables. (ii) The Fourier space of 0 Mn' that is, 
the space of all strongly decreasing distributions, 
is denoted by O~. (iii) By O,tn we denote the sub
class of OMnfunctions which are fourier trans
forms of 06. distributions with point support. 
(otn contains for instance all polynomials of n 
variables and the trigonometric functions.) 

With these preparations we can now formulate our 
first theorem 

Theorem 1: Let {j~('t;].(Pi);i = 1, ... ,r} E S3 
I • 

and {fJ>b.(P);j = r + 1, ... , s + r} E S3 be two sets 
J 1 

of wavefunctions with nonoverlapping support in 
velocity space. Let {Ai (x) , i = 1, ... ,n} be a set of 
almost local operators and D(t, 7 1, 72,X£, ••• ,x~) 
a differential monomial of arbitrary degree. Then 
we have for all r, s with r ~ 2 or s ~ 2 and for all 
gi(XO) E Sl;h/xj ) E 0~3 U o,e.: 

3 

ID(O liJ
1
B;(f;(+), t + 7 1 ) 

X !J1Aa(g~ .. x'&., har!J1BY+j(f,.W; t + 7 2 )* I O)T I 
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:s (1 + (2)-N(1 + TVLO (1 + T~/;O 
n L I' x n [1 + (xP)2] iC(t,T1,T2;XO ... g···,h···), 

J=1 (15) 

with N any arbitrary positive integer, 0=:0' .r,} some 
finite positive integers. C(··· / ... ) is a botmded 
continuous function in t when T; ,xJ are kept fixed 
and vice versa. 

Proof: Without loss of generality we assume 
s ~ 2 and {Jir:P nonoverlapping. Multiplying out 

•• all the differential operators, we find that the left-
hand side of (15) is botmded by a finite sum of 
terms of the form 

Here (» indicates possible time derivatives. By translational invariance, the Fourier transform of t he 
trtmcated vacuum expectation value has the form 

IOlli Ai(PJ Q AI(kl).rl A y +
J
. (- P Y+J')* I O\T 

'\ .=1 1-1 J=1 Y 

= Ii ~Pi + ~ kl - .~Pr+j Wr +n +s (P 1 ,··· ,Pr ,k1 ,.··, kn ,Pr +1 , P y +1 ,··· 'Pr +s _ 1)T, (

r n s ~ 
i=l 1=1 J=l 

(17) 

where according to property (B) Wr+n+s ( ••• ) is from S3(r+n+~-1) after smearing in the energy variables 
with ftmctions from S(Y+n+s-1). Introducing everywhere in (16) the Fourier transforms, we obtain 

o 0 I j n - jr+S-1 [(t, T l' T 2 ;xl , ••• ,xn ) = j~lrFkjhj~) [11 d 3p; 

X X(T1, T2;x~, ••. ,x~ Ip1'··· ,Py,k!, ... , k n ,Pr+1'··· ,Py+s-1) 

x exp{- iQ(Pl' ... ,Pr +s -1' k!' ... ,kn)t} /' (18) 

where we have used the abbreviations 

X(T l' T2'x~, .•• ,x~ Ipl'·· ., Py' k!' •.• , k n'Pr +1'· .. , 
Py +s -1) may be considered as a continuous linear 
ftmctional from SY+s+n-l depending on the 3(r + 
s - 1) + 4n + 2 parameters TpXJ,Pl,kj. As a 
ftmction of these parameters it has the following 
three important properties. 

1. It is from S3(Y+n+s-1) in all momentum variables 
aud has pairwise nonoverlapping support in the 
velocity space corresponding to the set {Pr+!' ••• , 

Pr + s -1}· 
2. It has also pairwise nonoverlapping support in 
the velocity space corresponding to the set of 
variables 

Pr +1'··· ,PY +s -1' 6Pj + ~k; - ~ Pr+1 • { 

, r n s-l } 

j=l ;=1 l=l 

3. It is a polynomial botmded COO-ftmction (OMn 
ftmction) in the time variables {x~; T l' T 21 O! = 
1, ... ,n}. 

Properties 1 and 2 follow from the corresponding 
property of the waveftmctions 1 (+) ••• (P) and the 
trtmcated Wightman ftmction Wy+s+n which due to 
(B) is from S3(n+r+s -1) after smearing in the energy 
variables. 

The trtmcated Wightman ftmction Wr + n + s (P 1 , •.• , 

Py,k, ••• ,kn ,Pr +1 , ••• ,Pr +s _1)Tisatempereddistri-
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bution in the energy variables PP; kp. Multiplica
tion by functions ~{kJ)f· .. {PJ S1 X S 4 results in 
a strongl~ decreasing distribution (from O~{r+n+s -1» 
in {kJ,P?}. However,the Fourier transform of a 
0~(r+n+s-1) distribution is a 0M(r+n+s-1) function. 
This proves property 3. 

If h/x) E O~ 3 then h.{P) is from 0 M3' This means 
the whole integrand in (18) apart from exp{- m 
{ .. ·)t} has again the p.!operties 1-3. If hj{x) E 

Ot3' then the Fourier hj(k) is of the form 

tij(k) = i~1~ ~~/) o(k - 3.;j)' (22) 

where Pi (a/akz) are polynomials in the differential 
operators a/akz; 1 = 1,2,3. In this case we can per
form the k integrations in (18) by means of the 
o functions. After this operation, the integrand of 
the remaining p integrals has again the properties 
1-3, with k replaced by a ij . 

In both cases we can follow the classical argument 
of Hepp1,19 to show that the integrals in (18) are 
functions from S1 in t. Combining this with proper
ty 3, we get 

I(t,T 1 ,T2 ,X£, ... ,x~):s {I + t2)-N 

x {I + Tf)LO (1 + T~}rO })1 [1 + (xJ)2]Lj 

x C(t, T1, T2 ,X£, ..• ,x~ Ig .. . ,k .•. ). (23) 

Here N is an arbitrary positive integer and {Io, LJ 
are some finite positive integers. C(··· Ig' • " 
h· .. ) is a positive bounded continuous function in 
t for fixed {Ti ,xP} and vice versa. This proves our 
theorem. 

For hi{X) E 0:3 andD(t,T 1,T2 ,x£, ... ,x~) of the 
form 

- a2 
D =D-a- a-, 

T1 T2 

we can prove the following generalization of Theo
rem 1. 

Corollary 1: If the assumptions of Theorem 1 
hold and if moreover hi{X) is restricted to 0~3' 
then for all n,r,s ;? 0, we have 

1
- a ~ I r ,A+) D -a O.IJ BNi ; T 1 + t) 

Tk ,-1 

xIi A{gx~+t h)n B .r.r(+?·T +t)*IO\(T)i 
1=1 1 1 'I j=1 Y+JVY+J' 2 / 

.;; Gk(Tk + t)Ck(X~"" ,x~lg "',h ... ) 

for k = 1,2, (23 'a) 

with Gt{t) being positive function from S1' and 
Ci(X~, ..• , x~ Ig ... ,h ... ) are polynomial bounded 
continuous functions. 
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Proof: We restrict ourselves to the proof of 
the last relation. First, we consider the untrun
cated matrix elements. Applying Schwartz inequa
lity twice, the left-hand side of (23'b) is bounded by 

Il(t + T 1 , t + T 2 Ix£ ... ,x~) 

= II ~ n B.(j~+)· T + t)*(}) 10)11 dT 1 ;=1 ' , , 1 . 

k = 1 or 2. (24) 

According to Heppl and Eq. (14) the first two fac
tors are from S1' The last factor may be developed 
into truncated matrix elements Then all terms 
which contain only factors with at most one Bk .. ) 
and or one B/" .)* vanish by means of (14). In 
the remaining terms we can apply Theorem 1. 
This proves the corollary for the untruncated 
matrix elements and all n, r, s ;? O. From the re
cursive definition of the truncated matrix ele
ments,l,lS corollary 1 then follows also for the 
latter ones. 

The following important property is an obvious 
consequence of property (B). 

Corollary 2: If the assumptions of Corollary 1 
hold and if moreover some or all h/x) are of the 
form 

a<n) 
hy· (x) = o(x - y.), 

J. (ax1tl{ax2)n2(ax3)n3 J 

then the functions Ci{x£, ... ,x~/g'" ,hy) occur-
J 

ring on the right- hand sides of (23' a) and (23 'b) are 
bounded in all arguments y. by a constant. 
Theorem 1 and Corollary 1 are already sufficient 
to derive the asymptotic series for hj(x) E 0~3' 
Unfortunately Corollary 1 does not hold if at least 
one h.(x) is from O~, since then the third factor 
on th~ right-hand side of (24) is infinite. However, 
the following theorem provides the necessary 
bounds to cover also this case. 

_ The'orem 2: Let {j[+) (Pi); i = 1, ... , r} E S3 and 
{f..~~J(Py+j);j = 1, ... ,s} E S3 be two sets of wave

functions with non.overlappin& support in velocity 
space and {Ai{xi); 1 = 1, ... , n} a set of almost 
local operators. Then we have for all integers 
r, s, n 2: 0, all gi(XO) E S1' h/x) E 0~3 U OfJ3 and 
for t> 0: 

/ fo
oo 

dTk a~k f/J1d
3xj hj {x) 

x/oj nB.(j(+J·T + t)Ii A (gxY+t. y .) 
\ i= 1 ' , '1 Z = 1 I Z '-"I 

XjQ1By+j(frtJj; T 2 + t)* j 0;/ 
.;; t-NCk{X£, ... ,x~lg'" ,h" .), k = 1,2, 

(25a) 
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and 

1 1. 00 1.00 1 n a2 
dT1 dT2 ·n d3x).hJ.(x.) -a-a-o 0 )=1 ) T1 T2 

X (0IiJ1BMf+>;t+ T1)I~AI(g;Y+t,~) 

XlI1Br+jU~'t~; T2 + t)*1 0/1 
.:; t-NC(x£, ... ,x~lg "',h .• '). (25b) 

Here N is any arbitrary positive integer and 
C (o(x£, ... , x~ Ig ... , h ... ) are for fixed finite xJ 
some finite constants. The bounds (25a) and 
(25b) remain true for t < ° if 1000 

dTk is replaced 
by L~ dTk • 

Proof: For all hj(x) E 0~3' Theorem 2 is an 
obvious consequence of Corollary 1. For simpli
city we restrict ourselves to prove the second in
equality for all hi"J) being from 0~3' 
Dropping all variables which are not essential for 
the following arguments we intro~uce the short
hand notation: 

02 
F(T u T2 ;t,X1""'Xn) = :-0-0-T1 T2 

X (ollJtBiUl+); t + T 1)/J.1AI(g;9+t;~) 

Xj61Br+jU~;:~;t + T2 )*lo/: 

(26) 

Similar to the proof of Theorem 1, the function 
F(' .. ) may be represented by [take in (18) h/k) = 
exp{ikxj } ] 

1 n l r + s - 1 
F(T l' T2; t,x1,· .. ,Xn ) = }J1d3kj i~ d'3J>i 

xexp{- iU(pu'" 'Pr+s-1;k1, ... ,kn)t}. (27) 

{n, n} are defined in (19) and (20). X is a sum of 
expressiolls of the form (21) with the Wightman 
functions Wr+n+s(" .)T replaced by 

f-n(P1"" 'Pr +s -1,k1, ... ,kn ) - 'bPJ - ~k&l L j=l 1=1 ~ 

[ .'b{Wi(Pi) - P?~Wr+n+s(" .).T 
F1 j 

Especially X has the properties 1-3 stated in the 
proof of Theorem 1. Therefore we can again apply 
the trick of Hepp1 and deduce from the represen
tation (27) that 

a Iml 
m m F(T1 ,T2;t,x1'''''xn ) E S3n+1 

OT 1
10T2

2 

for every fixed Ti(i = 1, 2) and all m 1 m 2' Further
more we obtain from Corollaries 1 and 2: 

(i) D(t,x1, •.. ,Xn )F(T1, T2; t,x1, ... ,xn ) E S2 

for every fixed (3n + 1)-tuple {t, Xl' ••. ,xn } and 
arbitrary differential monomials D. 

with Gi E Sl independent ofxi(i = 1, ... ,n). From 
these three properties it follows immediately that 

s~p 1 t~r]lhj(~)F(T1' T2; t,x1,·· .x) I 

and 
.:; CJT1 ,T2 )[1 + i~xr] 

supltNFT u T2 ;t,X1,··· ,xn)1 
t> 0 

(28a) 

for Ti ~ 0, h/x) E Ot13 and all integers M, N ~ 0. 

Now let Ei (T1' T2,x1, ... ,xn ), i = 1,2 be two Coo
functions with the properties 

"tEi ("') = 1, 
i=l 

E1 (T1, T2'X1" .. ,xn ) 

= ) 1 for t~ + T~ + i~X~)1/2 ::::: R 

to for t~ + T~ + i~X~)1/2 ~ R 

Consider the integrals 

If = : suptNI 1.
00 

dT 1f
oo 

dT2 f.fj d 3x).h/x).) 
t> 0 0 0 )-1 

(29) 

+ AR. 

X Ei (T 1, T 2 ,X1 , ••• ,Xn)F(T U T2, t,x1,··· ,xn) I. 
Due to the conditions (28a) , (28b) , and (29) If is 
obviously a finite number for every integer N ~ 0. 

Furthermore the two bounds (28a) and (28b) imply 
that for arbitrary positive integer s N, M, and 
Ti ~ 0, 

sup I tN.D hj (xj )F(T1, T2 ; t,x1,··· ,xn ) 1 
t >0 ) 1 

~ t)[t~ + T~ + itx~) -MJ (30) 

holds along every straight line through the origin 
{T l' T 2 , Xl' ... ,Xn } = ° in the direct product of the 
half-space H2 + = {T 1 , T 2 ; Ti ~ O} and the 3n-dimen
sional Euclidean space E3 n' 

However, (30) in turn guarantees that also Ilj is 
finite for every integer N ~ 0. This may be seen 
by introducing polar coordinates in H2 + (9 E3n . 
This proves Theorem 2. 

By means of these timelike asymptotic bounds, it 
is now very easy to derive the asymptotic series 
of the field operators. 

m. ASYMPTOTIC SERIES 

In this section we proceed in two steps. We first 
demonstrate the essential arguments of the deri
vation for the simple case of a product to two 
almost local fields. Mter this the generalization 
to an arbitrary number of fields will be obvious. 
Furthermore we assume for simplicity that the 
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vacuum expectation value of a single field Ai vani
shes: 

(0 IAiU) 10) = O. (31) 

In the opposite case we have only to add further 
terms to the following series in an obvious way. 

(iftex jQIA/~) l~exJ =: <iftex/jQl~(jj) /<I>ex) 

A. Products of Two- Field Operators 

We define the connected part~ 0 of many particle 
matrix elements by the following formula, in which 
the summations run over all possible one-particle 
states2 of the theory: 

-y (O/}IAjUj~ i )(iftex /aex(i) I <l>eX>+ <i /}I~Uj) / O)(iftex I ae x (i) * I <l>ex») 

- ~ ((QIA,.(jr) /j)(iftex laex(i)aex(j) I <l>eX> 
J ,J 

+ (0 IAI ( 1 ) I i)(O IA 2( 2) Ij )(iftex I aex(i)aex(j) I <l>ex) 

+ (i 1AI (fl) I O)(j IA2( 2) I O)(iftex laeX<i)*aex(j)* I ~eX» 

- 6 {[(0IA IU1) li)(j IA2( 2) Ik) + (1~2)J (iftexlaex(j)*aex(i)aex(k)l~ex) 
i,j ,k 

+ [(j IAI (h) I O)(k IA2( 2)i) + (1 H 2) J(iftex I aex(j)*aex(k)*aex(i) I <l>eX>} 

- 6 (i IAI ( 1 ) Ij)(k IA2( 2) I Z) (ifte x laex(i)*aex(k)*aex(j)acx(l) I <l>eX>' (32) 
i,j ,k,l 

Now the connected part defined by this formula 
has some strong falloff properties if one or both 
time variables move to infinity. 

Theorem 3: Let iftex and <l>ex be asymptotic 
many-particle states from Dex with nonoverlapping 
support in velocity space. Let furthermore at 
most one fi(x) be from SI ® Ot3 and the others 
from SI ® O~ 3' Then for t > 0 if ex = out or t < 0 
if ex = in we have 

I (iftex IAl(fi+Y~)A2U~+Y~ I <l>ex>cl 

:s Itl-N CUI .f2 Iy£,yg), (33) 

with N any arbitrary positive integer: L. some 
finite positive integer and CU1 .f2 Iy£,yR) some 
finite constant, 

Proof: It is sufficient to prove the theorem for 
outgoing states containing n I -, respectively n2 , 

particles with nonoverlapping support in velocity 
space. By means of the strong asymptotic condi-
Hon 

s - lim .... '!i _ <I> ni 
t .... +00 '¥ 1'1' - ou t (34) 

for 

(35) 

we replace the outgoing states <I>~uv W~~t by states 
of the form (35): 

<W~Jt Ij~1 Aj utY'l) 1<I>~~t) 
= /<I>n11 ft A,(j.t+Y~)I<I>n2) ~ t )=1 1 1 t 

+ [00 dS~/<I>nll ft A (j.t+Y~)I<I>n2) 
- t as '{ t j= 1 j 1 s 
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+ (' dS~/<I>nll.ft A (f.t+Y~)I<I>n2) 
-t as "{ s )=1 j ) 

00 00 a2 
+ 1 ds 1 dU-a a t t S U 

X <<I>~11)61 A)urY~)I<I>:2). (36) 

We show first that the last three terms of (36) are 
bounded by the right-hand side of (33) separately. 

Case 1: All fi (x) E SI ® 0~3: Consider the 
second term 

rrt(Y~,y~) 

=: r«> dS..£"/<I>n11 fi A.(f.t+Y~)I<I>n2) 
Jo as '\ t )=1 1) s+t 

= r
co 

ds..£.. 10 I tJ B . (j.(+). t) fi A ut+Y~) 
Jo .. as ~ j=nl J J ' k=1 k k 

(37) 

Since a one-particle excitation operator B zU (+ ),t) * 
applied to the vacuum state results in a time-in
dependent state (14), the time derivative d/ds of 
all vacuum expectation values of the type occurring 
in the integrand of (37) with at most one BjU(+);s)* 
vanish. The same is then also true for the cor
responding truncated expectation values. 

Developing the integrand of (37) into truncated ex
pectation values, the differential operator kills all 
terms except those with at least one factor con
taining at least two one-particle excitation opera
tors B zU (+); S)*. From Corollary 1 we obtain for 
the surviving ones the bound 
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This proves the desired bound for the second term 
of (36). The third and fourth term can be treated 
in exactly the same way by means of Theorems 1 
and 2, respectively, together with (14). 

Case 2: Onefj(x) E S1 0 0~3: The only differ
ence from Case 1 has its origin in the occurence 
of a vacuum expectation value 

(39) 

multiplied by truncated vacuum expectation values 
of the operators B .. (f(+); t)<+) in the development of 
the integrand of (37) into truncated functions. The 
latter factors guarantee the desired bound in t as 
above. However, the term (39) does exist if and 
only if at most one f;(x) is from S1 0 Ot3' This 
follows from property (B) stated in Sec. 1. 21.22 

There remains the first term on the right-hand 
side of (36): 

I (yO yO) =' l<I>nli fl A ut+Y~)I<I>n2) 
t l' 2 . "\ t 1,..=1 ,.. r t 

(40) 

x jl Bn +;U!+!;; t)*lo). 
,=1 I I 1 

In the decomposition into truncated vacuum ex
pectation values, all terms with at least one factor 
containing at least two field operators B . U (+); t) 
or two BzU(+>' t)* satisfy the bound (33)ldue to 
Theorem 1. Therefore we have to pick out only 
those terms which contain exclusively factors 
with at most one B;U(+); t) and/or at most one 
Boy U<+); t). Besides the two-point fW}ctions 

(0 I B iU;<+); t)B jUP); t) I 0) , (41) 

such possible factors are 

(0 1"~1 A,., U:+ y~) I 0), 
10 I fl A Ut+Y~)B ·U·(+)· t)* I O)T 
'\ 1'=1 1''''. 1 J ' 

=(01 fl A (ft+Y~)lj), ,..=1 l' l' I 

(42) 

(0 I BiUi(+); t) "~1 A ... U:+Y~)B/f?); t)*1 O)T 

= ~ 11'~1 A1'U:+Y~lj)T, 
and are all possible products (j = 1,2) of the fol
lOwing terms: 

o ( ) T 0 
(OIA/ftYj)B1'U ... + ; t)*IO) = (OIAjUtYj)lr), 

( ) 0 T 0 

(OIB,.,U ... + ; t)AjUrYi) 1 0) = (r IA/ftYj ) I 0), 

(OIBiU?); t)AjUrY~)B,..U;+); t)*IO) T 
(43) 

o = (iIA/ftYj)lr). 

Each of the matrix elements (42) and each of the 
products of (43) is multiplied by a product of the 
time-independent two-point functions (41) build 
from all the remaining one-particle excitation 
operators. These products of two-point functions 
define according to the Haag-Ruelle scattering 
theory1,18 the scalar products of asymptotic par
ticle states. 

Applying the follOwing relation which follows from 
the canonical commutation relations of the asymp
totic fields: 

(44) 

and going back from the truncated expressions 
(42) to the untruncated ones, these terms which do 
not satisfy the bound (33), deliver exactly the sums 
in the definition of the connected matrix elements 
(32). This proves our theorem. 

Remark: Theorem 3 can be extended to the 
case that bothf; (x) E S1 0 Ot3 if one considers 

<wex l;u1 Ai(fi) I <I>ex)C -(01;U1 AiUi)lo) <wexll<I>ex) 

instead of the connected part alone. 

B. The G,eneral Case 

We start again with the construction of connected 
many-particle matrix elements analogous to (32). 
As it is obvious from the proof of Theorem 3 we 
have to collect from the decomposition of the 
matrix element 

101 IT B.(f'<+)·t) n A (tt+Y~) ii B ·(I,<+)··t)*lo\ 
'\ j=1 1 1 ' et4 et et ;=1 "1+' "1+" '/ 

(45) 

into truncated vacuum expectation values all those 
terms, which consist exclusively of factors con
taining at most one B ·UP); t) and/or at most one 
B;U;(+); t)*, and to subtract them from the original 
matrix element. These possible factors are, be
sides the two-point functions of the one-particle 
excitation operators, the follOwing ones: 

(OlA i ... A i 10)T, 
I oy 

10IB.(f~+)·t) n A. B(f(+)·t)*lo)T 
'\ ] 1 ' /=1 'z s s , 

r = 1,2, •.• ,no 

Here {it> ••• , i1'} is any subset of {1, •.. ,n} with 
it < i2 < ... < i .... 
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In the first instance we collect from all possible 
products of the expressions (46) those with a fixed 
number s :5 '11 of one-particle excitation operators 
B J {f (+) ; t) * and a fixed number r:5 n of operators 
Bj{fC+)j t). These are given by 

x ~ 
part 

{l,,,. ,n} 
r 

min{r,s} 

~ 
m=O 

m 

n (j"IA ik ••• Aik +t Ijr+,,) 
a =1 " " " 

X n UB IAik 
l3=m+1 13 

Ai
k 

+t 10)T 
13 B 

s 
X n (OIA i ... Ai Ijr+o)T 

0=",+1 kr+/i kr+o+tr+o 

Here ~ extends over all partitions 
part 

{i k1". ikl+t ), {i kz ... i kz+ t ) ... {i'l ... in} of 

(47) 

{1, ... ,n} into disjoint subsets such that in every 
truncated matrix element on the right-hand side 
of (47) the order of the field operators is the 
same as in ( ... II AI' ... ,An II ••• ) on the left- hand 
side. Furthermore in order to avoid double 
counting of factors, we impose the following order
ing condition: Within each of the four different 
groups of truncated matrix elements the factors 
are ordered according to increasing index of the 
first field Ai; that means 

Finally if two or more Fermi fields occur among 
the Ai and Bi' every term on the right-hand side of 
(47) is to be multiplied by a factor (- 1)NF• NF is 
the number of interchanges of Fermi fields which 
is met in going from the natural order {h, ... ,jr' 
1, ... , n,jr+l"" ,jr+J to the order of the parti
cular term in question. 

Each expression of the type (47) with ° :5 r, S :5 n 
is multiplied by'products of two-point functi?fls 
built from the remaining (n1 - r) fields B/f ;.b. j t) 

(+) J J 
and (n2 - s) fields Br+j·{fM .b ., t)*. By means of 

Y+J r+J 

(48) 

and Eq. (44), we obtain for the latter products: 

n 
i=l t=n1+1 

{tt) .. + 1' ... , Jr + s} (49) 

where +:lX' cI>:~ are the strong asymptotic limits 
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of the states 

ni 
cI>ti = n B1{ff+); t)* 10). 

1=1 

Multiplying (47) and (49) together and summing 
over all r, s with ° :5 r; s :5 n and over all one
particle quantum numbers2 j, we obtain all pos
sible terms from the decomposition of the matrix 
element (45) into truncated matrix elements which 
contain exclusively factors with at most one B;(f(+); 
t)* and/or at most one Bj(JC+); t). If we subtract 
all these sums from the original matrix element, 
we obtain the so called cunnected many-particle 
matrix element: 

(lJIex IA 1(J1)'" A 2(f2)IcI>eX>c 

=: (lJIex IA 1(f1) '" An(fn)l<PeX> 

m 

r 
X n (j13IA, ... Ai 10)T 

8=m+1 ~ ~+~ 
(50) 

s 
X n (0 I Ai

k 
•• , Ai

k 
+t lir + o) T 

0=m+1 r+o r'o r+o 

x(OIA ... ·A. 10)T"·(01A. ·"A· IO)T! 
'~',+f Iy In \ 1 1 1 ~l 

r I s 

X ('lfex \"'~1 aexU",)* S~l aexUr+s)\cI>ex)' 

The second sum in (50) runs over all possible one
particle states1 j of the theory; the last sum is 
explained after Eq. (47). With this construction of 
the connected matrix elements the generalization 
of Theorem 3 to an arbitrary number of fields 
obviously reads as follows. 

Theorem 4: Let +ex and <Pex be asymptotic 
many-particle states from Dex with nonoverlap
ping support in velocity space. If at most one 
fi(x) is from Sl @ Ot3 and all others from S). @ 

0~3' then we have for t > ° if ex = out or t <. ° if 
ex = in: 

\ (+ ex I D1 As{f:'Y~) lcI>ex) c I 
:5 Itl-NC(f1, ... ,fnIY~, ... ,Y~), (51) 

with N any arbitrary positive integer and C(f 11 

... ,Y~) a finite positive constant. 

The proof of this theorem follows in exactly the 
same way as that of Theorem 3. With the con
siderations above which led us to the definition of 
the connected matrix elements (50) this proof is 
a repetition of the arguments from that of 
Theorem 3. 

By the two theorems of this section we have 
extended the formula of Araki and Haag to an 
arbitrary number of field operators and a class of 
" smearing functions" in the space variables large 
enough to cover most applications of current 
interest. 
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IV. THE ORIGIN OF THE LEADING TERMS 

It is quite interesting to see which parts of the 
original matrix elements (certain intermediate 
states or parts of them) contribute to the leading 
terms in the asymptotic series of the last section. 

We restrict ourselves to the discussion of a pro
duct of two-field operators and Bose particles. 
The generalization to arbitrary products and 
Fermi particles is then again a pure matter of 
combinatorics and introduction of Fermi factors 
(_ l)NF• 

(j#rl"" .rN
2
-n l 

N2 -n I 

X aex({:lj)*A(f) t~1 aex({:lrtl o). 
Here n (/31> ••• , (:lm) is defined by 
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(52) 

Definition 1: A many-particle matrix element 
of a field is called n-fold disconnected, which we 
indicate by 

(w~~{ IX') IA(j) I <I> ~~{ fl'}> 
~n-.-J J 

if among the quantum numbers f3 i ZI; Z2; ... ; Zk 
are equal. 

~ I Nl N2 I ~ 
== ° .n aex(ai)A(f) n aex<.B;>* ° 

In order to calculate the right- hand side of (52) we 
introduce a complete orthonormal set of many
particle states 

m t=1 ~n~ 
IEl, ... ,Em>ex = n(El, .. ·,E m)-1/2 Oaexki)*IO), 

i=1 if n particles of the ket (bra) run unaffected by the 
field A(f) to the left (right) and destroy n parti
cles of the bra (ket): 

0() 1 
6 -, 6IE1, ... ,E m >(El, ... ,E m l= 1 (54) 

m=O m. {€i} 

<W~~{IX'} IA(j) 1<I>~f{6) 
~n J 

between aex ({3N )* and AU). Then only the terms 
with m = N 1 - ~ particles can contribute. 

N -n N -n 

XfI(Ev ... ,EN-n)-1fI(Yl""'YN-n)-1<0[ h aex(Ez)A(f) 2n aex(Yk)*i o) 
1 2 1=1 k =1 

N2 N2-1 NI NI -n 

X 6_ . ~ 0YsBr (0 j.r: aex(ai ) ~ aexk z)* 
r1'''' .rN -n -1. {rilr}} 5-1 5 1-1 1-1 

2 

By means of Eq. (44) we finally obtain for our n-fold disconnected matrix element: 

<1J!~~{IXiIIA(f) 1<I>~i{flj} > = (N _ n) !(N _ n)! 6 6 fI(E 1, ... , EN I-n)-1 n(Y1' ... , Y N2-n)-1 
1--:..-n--' 1 2 f 1 ... ·.€N-nyl ..... YN

2
-n 

x (0 (IZ~: aex(Ez)A(j) N:~:aex (Yk) * 10/ <1J!:~dIXi} I ~~In aexks )* N:~1n aex{,l t ) 1<P~i{Bj})' 
(55) 

Comparing this formula with Eq. (32) we see that the second, third, and fourth terms on the right-hand 
side are given by 

z;::;<o IA1 U 1)A2U2) I i)(wj- I aex(i) 1<I>:i) = ON ,N -1 (W:i 1AI UI )A2(h) 1<I>:i) , 
I 1 2 I N I 

1 

(56) 

~(i IAI (h)A2{f2)! O>(W:i I aex (i)* !<I>:i> = ON .N + I<We~l 1AI ( 1)A2U2) !<I>:i) , 
I 1 2 l- N1 _ 1----.J 

(57) 
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The remaining terms of the asymptotic sereis 
(32) originate from disconnected intermediate 
states between the two-field operators Ai' 

Definition 2: We call a normalized inter
mediate N-particle state 

I IPe~{yt}) = n(YI"'" YN)-1/2 fi aex(Yt)* 10) 
t=1 

(n 1 • n2 ) -fold disconnected and denote this by 

~ , L:; (lIf:i{(li} I A1 (Jl) I IPe':ht}) 
. rt···· ,,1 N I...--:-- n 1 -----I 

X (IP:x{l't}IA2(J2)14>~~1B.}), (59) 
L...:..----n -------1 J 

2 

L;(o IA1 (J 1) I i)(O IA2 (f2) Ij)(lIf:i I aex(i)aex(j) 14>:i) 
t .i 

L; (i IA1 (h) I O)(j IA2(f2) I O)(q,~ I lzex(i)*aex(j)* 14>:i) 
i. j 

(58) 

if n1 particles of the intermediate ket run un
affected by the field Al to the left and destroy nl 
particles of the outer bra and if n2 particles from 
the intermediate bra run unaffected by the field 
A2 to the right and destroy n2 particles of the 
outer keto 

Each factor in the expression (59) is of course the 
nt-fold disconnected matrix element introduced 
in Definition 1 and explicitly given by (55). In
serting (55) into (59) it is straightforward to 
indentify the remaining terms of (32) with dis
connected matrix elements . 

The result is 

(60) 

(61) 

L; {(0IA1{f1)li)UIA2{f2)lk) + (j IA1{f1) li)(0IA2{f2) 1 k)}(lJ1:ilaex(j)*aex(i)aex(k) l4>fi) 
t. j. 11 

= (~1':2~) , L;{(w:i IAI (fl) I IPe'){~s})(IP:{{~s} IAz(Jz) I «I>:i) + (we
N
i-IAI (h) I CP:i{r) 

1 . {l's} LN~ ~N----1 LN -1~ 
1 1 1 

X (IPe~{rsl IAz(fz) 14>:i)} - .2:;(0 IA1 (Jl)i)(i IAz(Jz) Ij)(~:,t I aex (j)J1>:,f), (62) 
t. J 

L:; {( i IA1{fl) 10)(j I Az(Jz) Ik) + (i IA I {fI) Ik)UIA2{f2) IO)}(lIfe~1 aex(i)*aex(j)*aex(k)l4>e~2) 
i. j. k 

liNl' Nz+1 N N1-1 Nl-l Nz Nl ) I Nl ) = (N - 1) , L; {(lIf eil A 1 (f 1) I cP ex{)' )(IPex{y s 1 IA2{f2) 11> ex) + (llf ex IA1 {h CPex{y sl 
1 . Irs} LNl _ 1.-1 LNl - 2--.J LNI - 1-.-1 

x (<p~{ llAz{f2)I«I>:i)} - .2:;(ilA1{h) Jj)(jIA2{f2) I 0) (lIf:i I aex(i) * 11>:i) , (63) 
I 1's ..---J '.J 
L-Nl - 1 

N N °N1 ·N2 ~( N I ( )1 N ) L; (i IA1 {f1)/j)(k IA2{f2) Jl)(lIfei laex(i)*aex(k)*aex(j)aex(l) I «I>e i) =NT LJ} lIfei Al f1 IPex1{ysl 
i.j.k.l 1 {1's 

X (<pNI{ ) IA2{f2) I«I>N2) - L; (i IA1{fl) Ik)(k IA2(t2) W(lIf:,llaex(i)*aex(j) 14>:i)· (64) 
ex Ys ex i,i,k 

There remain the last terms on the right-hand 
sides of Eq. (62)- (64) to be identified with discon
nected matrix elements. 

Obviously these terms are equal to the one
particle intermediate state contributions to the 
n-fold disconnected matrix elements (56)-(58). 
Explicitly they read, respectively, 

ONl'N
Z
-1"L;/oJI:i IA1 (t1) I CPe\ :y)(CP;x:)' IA2 ( 2) I 1>\!2) , 

I Nl--------~· 
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I 

liN N +1 L:;v(lIf:'i IAt ( 1 ) I <p;x; y)(cp;x; y IA2 (/z) 11>:2)' 
I' 2 'I I 

L.. -----N1 - 1------' 

aN1, N22.J/w:i IA1 (fl) I <P;x;y)(CP!x:y IAz (f2) I~:'i)' 
I N1 - 1 (65) 

With these identifications, we may rewrite our 
asymptotic series (32) in terms of disconnected 
matrix elements: 
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<IJF~ IA1 Uff )A2U;f) l<I>e~> 

267 

= E E ( E {E } ~, <IJF~iIAIUff)lcp~x{Yl""'),N})<CP:;c.{Y1""'),N}IA2(f;:)I<I>~i) 
N>O 11>0 m 1·m 2»0 )'l'·· .. YN • I L-

m1
---.J n ~m2 'I 

x {(1- ON l)Om OOm O(ON N -IOn N + ON N +10 n N-1 + fiN N fin N-l) 
, l' 2' l' 2 '1 l' 2 '1 l' 2 '1 

+ ONl'N2-10m2 ,N/fJN,Nl+10ml'Nl + ° N.N10ml'N1-l) 

+ 0N
1
.N2+10m l'N1-l (ON. N\-10m

2
• N

l
-2 + ON, N/'m

2 
, N

l
-l)]} + (lJre~ IA1 Uf1U

)A2 (f;g) 1<I>:i)C, (66) 

where the connected part (last term) has the pro
perties described in Theorem 3. 

V. CONCLUDING REMARKS 

In the foregoing sections we have reduced· the 
timelike asymptotic behavior of many-particle 
matrix elements of almost local fields to that of 
one-particle and vacuum matrix elements plus a 
remainder which decreases faster than any in
verse polynomial. There remain two problems: (i) 
What is the asymptotic behavior of these latter 
matrix elements? (ii) How does the asymptotic 
behavior in time depend on the smearing functions 
in the space variables? The complete solution of 
these two problems goes beyond the scope of the 
present paper. It will be published in a separate 
paper. Here we will only present a discussion of 
the two simplest cases in order to show what one 
has to expect. 

A. Vacuum-One-Particle Matrix Elements 

Since for j(x) E Sl ® 0~3 the matrix element 

(May !A(f X) 10) = (21f)3/2 J d4pe(pO)6(p2 - M2) 

x exp{ipx}J(- p)IJFMa(p) * (May IA(O) 10) (67) 

is a smooth solution of the Klein-Gordon equation, 
it is bounded by (xO)-3/2 1,18 

Ie 1< oc). (68) 

However, this decrease changes rapidly if f(x) is 
from SI ® 0~3' Take for instance: 

f (r.s, Ie) (x) ::;.: cp(xO)(xl )r(x2 )s(x3 )k, cp(xO) E S1' 

J(r,s, k) (p) = (21f )3/2(i)r+s+ Ie (69) 
_ (Jr+s+1e 

X cp(pO) (ap1 )r(ap2)s(ap3) k o(P). 

IntrodUCing (69) into (67) we can integrate and 
obtain: 

an = in(211)3 --------
(apl)r (Qp2)s (ap3)n-r-s 

x ~ w)p) ("P(- W M(P» III Ma (P) *(Mpy \A(O) 10) 

x eXP{iwM(P)t}bp=o. (70) 

In other words, in general, we obtain a poly
nomial of degree (n - 1) in t multiplied by an 
oscillating function, if the wavefunction IIIM a (P) 
does not happen to vanish together with sufficiently 
many derivatives for p = O. 

B. One Particle-One-Particle Matrix Elements 

It can be shown by means of the stationary phase 
method4 that the matrix element 

(May IA{ft) Imbe} = (211)3/2 J 2~:~) J 2~:~ 
xJ(wm(k) - wM(P»IIIMa(P)*lIIm b(k) 

x (Mpy IA(O) I mke) exp{i[ wM(P) - wm(k) ]t} (71) 

vanishes for t~ ± OC) at least like t-3 iif(x) ES1 ® 
O:.a (that means 1(P) E Sl ® 0M3)' 

However, ii we take for f(x) the function (69) from 
SI ® 0k3' we can again perform one integration. 
Performing furthermore the differentiations with 
respect to P we get 

(May !A{f&,s,n-r-s» I mbe) 

n 
= E t m J d3pa~s(p) exp{i[wM(P) - wm(P)]t} , 

m=O (72) 

with a~s(p) being from S3' For M ~ m, the 
integral in (72) is from S1 in t as it easily follows 
by a change of variables. 

However, if M = m, we again obtain a polynomial 
increase of degree n for t ~ ± OC), The coefficients 
of this polynomial can be expressed by physical 
form factors and their derivatives with respect to 
the invariant momentum transfer .13 

As we have seen the asymptotic behavior in the 
time variable of the leading terms depends very 
sensitively on the choice of the smearing functions 
in the space variables x. In contrast to the wide 
spread belief it depends critically on the asymp
totic behavior of the smearing functions in space-
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like directions. In both cases discussed here, it 
changes from a decrease to a polynomial increase 
if the smearing over the space variables is 
changed from decreasing to increasing. 
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By applying a theorem of Kuroda, we prove the existence and continuous completeness of the generalized 
wave operators W±(H2 , HI)' W±(H l' H 2 ), where W±(Hj , Hi) = s - limeiHjte-illil x Pi' in the Hilbert space 
L2(R3). Pi is the projection operator on the subspace of absolute continuity of Hi' H1 is the self
adjoint Hamiltonian for a particle in a pure Coulomb potential Vc = ze 2/Ixl, and 8 2 is the self-adjoint 
Hamiltonian for a system described by the potential function v;,. + V, where V is a real-valued, measur
able function of x EO R3, spherically symmetric [V(x) = Vir = Ix Ill, satisfies the condition 

R "" 1 r 2 IV(r) 12dr + 1 (1 + r)6 IV(r) lidr < <Xl o 0 

for some R(O .,; R < <Xl), some 0 < 6 < 1 with i = 1,2, and is continuous except at r = O. In conjunction 
with our result, we obtain a bound for the radial Coulomb Green's function. Dropping the continuity 
assumption on V, we have absolutely continuous completeness of the wave operators. 

This is a brief paper to show the existence and 
continuous completeness of the generalized wave 
operators in L2(R3) for a system described by a 
potential function V c + V. The function V c = 
ze 2/ Ix I, x E R3, is the Coulomb potential and V is a 
spherically symmetric, real, measurable potential 
function which satisfies, with r = Ix I, X€R3, 

R 00 1 r 2IV(r) 12dr + i (1 + r)61 V(r) lidr < 00, o R 
i = 1,2, (1) 

for some R(O < R .;; 00) and some 0 < (; < 1. As 
the potential is spherically symmetric, the seU
adjoint Coulomb Hamiltonian H;I. in L2(R3) is de
fined as the direct sum of Hamiltonians H 1 = 
6 Hi, Hi acting in Jel = L2{0, 00) x Lr(n). L~(n) 

1=0 
is the 21 + 1 dimensional Hilbert space spanned 
by the spherical harmonics and Hi acts as the 
identity on this factor. In L 2(0, 00), Hi is taken as 
the seU-adjoint operator obtained from the theory 
of eigenfunction expansions by suitably restricting 
the domain of the differential operator 

v = _ ~ .!!3.... + ~ 1(1 + 1) + ze 2 
• (2) 

1 2m dr2 2m r 2 r 

For the characterization of the domain D(H'i> C 

L2(0, 00), see Kodaira1 or Stone.2 For I = 0, the 
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additional condition u(O) = ° is imposed on u E 
D(H9..) to obtain a seU-adjoint H£, as the point r = ° 
is in the limit circle case. From the theory of 
eigenfunction expansions and a knowledge of the 
explicit solutions, the operator (Hi - ;\)-1 can be 
explicitly constructed and is an integral operator 
of the Carleman type for ;\ rt Z;(Hi). The spectrum 
of Hi, Z;(HP, consists of a countably infinite dis
crete spectrum in [- z 2m 2e4/21i 2 (Z + 1)2,0) which 
accumulates at 0 and is given by An = - z2m 2e4 / 
21f2(Z + n + 1)2(n = 0, 1, .. .) for Z <: 0 (for Z > 0 
there is no point spectrum) and;\ E [0,00) belongs 
to the absolutely continuous spectrum. The point 
;\ = 0 is not an element of the point spectrum. We 
denote by Pi the projection operator on the sub
space of absolute continuity of Hi. H~ = Hi + V 
with D(H~) = D(Hj) C D(V) when V obeys the con
ditions of (1). We will need the following theorem 
of Kuroda3 • 

Theorem 1: Let Kl be a self-adjOint operator in a 
separable Hilbert space X and let V be a closed 
symmetric operator in X, such that V is relatively 
bounded with respect to K 1 with bound less than 1. 
Then K 2 = K 1 + V is seU-adjoint with D(K 2) = 
D(Kl)· 

/V/l/2(Kl - ~)-l 
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operators in L2(R3) for a system described by a 
potential function V c + V. The function V c = 
ze 2/ Ix I, x E R3, is the Coulomb potential and V is a 
spherically symmetric, real, measurable potential 
function which satisfies, with r = Ix I, X€R3, 

R 00 1 r 2IV(r) 12dr + i (1 + r)61 V(r) lidr < 00, o R 
i = 1,2, (1) 

for some R(O < R .;; 00) and some 0 < (; < 1. As 
the potential is spherically symmetric, the seU
adjoint Coulomb Hamiltonian H;I. in L2(R3) is de
fined as the direct sum of Hamiltonians H 1 = 
6 Hi, Hi acting in Jel = L2{0, 00) x Lr(n). L~(n) 

1=0 
is the 21 + 1 dimensional Hilbert space spanned 
by the spherical harmonics and Hi acts as the 
identity on this factor. In L 2(0, 00), Hi is taken as 
the seU-adjoint operator obtained from the theory 
of eigenfunction expansions by suitably restricting 
the domain of the differential operator 

v = _ ~ .!!3.... + ~ 1(1 + 1) + ze 2 
• (2) 

1 2m dr2 2m r 2 r 

For the characterization of the domain D(H'i> C 

L2(0, 00), see Kodaira1 or Stone.2 For I = 0, the 

J. Math. Phys., Vol. 13, No.2, February 197,2 

additional condition u(O) = ° is imposed on u E 
D(H9..) to obtain a seU-adjoint H£, as the point r = ° 
is in the limit circle case. From the theory of 
eigenfunction expansions and a knowledge of the 
explicit solutions, the operator (Hi - ;\)-1 can be 
explicitly constructed and is an integral operator 
of the Carleman type for ;\ rt Z;(Hi). The spectrum 
of Hi, Z;(HP, consists of a countably infinite dis
crete spectrum in [- z 2m 2e4/21i 2 (Z + 1)2,0) which 
accumulates at 0 and is given by An = - z2m 2e4 / 
21f2(Z + n + 1)2(n = 0, 1, .. .) for Z <: 0 (for Z > 0 
there is no point spectrum) and;\ E [0,00) belongs 
to the absolutely continuous spectrum. The point 
;\ = 0 is not an element of the point spectrum. We 
denote by Pi the projection operator on the sub
space of absolute continuity of Hi. H~ = Hi + V 
with D(H~) = D(Hj) C D(V) when V obeys the con
ditions of (1). We will need the following theorem 
of Kuroda3 • 

Theorem 1: Let Kl be a self-adjOint operator in a 
separable Hilbert space X and let V be a closed 
symmetric operator in X, such that V is relatively 
bounded with respect to K 1 with bound less than 1. 
Then K 2 = K 1 + V is seU-adjoint with D(K 2) = 
D(Kl)· 

/V/l/2(Kl - ~)-l 
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is a Hilbert-Schmidt operator for some ~ ¢ L;(Kl) 
(the spectrum of K1);then W±(K2,K1 ) and W±(Kl' 
K 2) exist and are absolutely continuous complete. 

W±(K. K.) = s -limeiKjte-iKitp. 
J' 1- z' 

t-+±oo 

where Pi is the projection operator on the sub
space of absolute continuity of K i . Also if K 1 is 
lower-bounded then so is K 2 • 

We apply Theorem 1 by setting X = L2(0, co), K 1 = 
Hi, PI = Pi· V is taken as the maximum multipli
cation operator by V(r) on L2(O, co) and IvI1I2 = 
Iv*11I2 = Iv{r)I1!2. Denoting K2 by H~ we have the 
following theorem. 

Theorem 2: For each 1 with V satisfying the 
conditions of (1), the generalized wave operators 
W±(H~, HI), W±(Hi, H~) exist and are absolutely 
continuous complete. H~ is lower-bounded. 

Proof: Using the integral representation of 
Wichman and Wo04 for the Carleman integral 
operator (Hi - A)-I, i.e., the radial Coulomb 
Green's function, we show that the Carleman inte
gral operators V(Hi - A)-1 and IVI1I2(Hi - A)-1 
are Hilbert-Schmidt for sufficiently large nega
tive A. This calculation is carried out in the 
Appendix. Since every v E D(Hi - y) = D(HI) can 
be written as v = (H L- Y t1u for some u E L:t (0, co) 
and y ¢ 6(HD and V(Hi - y)-l is Hilbert-Schmidt, 
D(V) :::> DH'i). Furthermore IIV(H!. - y)-ll h 0 as 
y -) - co from (A30) so that V has Hi bound zero. 
Thus the conditions of Theorem 1 are satisfied. 

Turning to the three-dimensional problem, we de
fine a self-adjoint Hi to be the direct sum 

6 Ell H1 acting in the direct sum of Hilbert spaces 
1=0 00 

X = 6 Ell Xl. Xis isomorphic to L2(R3) as shown 
1=0 00 

by Green and Lanford. 5 Defining Pi = 6 PI, then 
1=0 

Pi is the projection operator on the subspace of 
absolute continuity of Hi' From the fact that the 
wave operatoFs 

W±(H H.) = s - limeiH}te-iHitp. 
J' I z. 

t-+:J:.OO 

exist iff the W ±(HJ, HI> exist for each 16 and are 
equal to the direct sum of the W±(Hf, HP, we then 
have (noting Theorems 1,2) the following: 

Theorem 3: The generalized wave operators 
W±(H~, H 1),W±(Hl' H 2) exist and are continuous 

--------------------------------------~ 

Gz(r',r",A) 

complete on L2(R3), when V satisfies the condition 
of Eq. 1 and is continuous except at r = O. 

Proof: The continuous completeness rather 
than absolutely continuous completeness follows 
from the fact that the continuous spectrum con
sists of an absolutely continuous spectrum only as 
shown by Kodaira. 1 

If HI is the free particle Hamiltonian rather than 
the Coulomb Hamiltonian, then letting 6 = 0 in (1), 
Theorem 3 still holds as seen from the estimate 
of (A31). However this case is covered by a more 
general theorem of Kuroda 6 using the theory of 
forms. We tried to apply his method to the Cou
lomb problem but we were not able to obtain the 
necessary estimates. It would be interesting to 
work out the relation between the time-dependent 
theory and the time-independent theory for the 
Coulomb problem as done- by Ikebe,7 Green and 
Lanford5 for the case of shorter-range potentials. 
In doing this the definition of the scattering ampli
tude for systems which are asymptotically Cou
lomb may be clarified. 

APPENDIX 

1. Estimates for the Kernel of the Operator 
(HI - A)-1 (the Coulomb Radial Green's 
Function) 

The Coulomb radial Green's function for each 1 is 
an integral operator whose real and imaginary 
parts are Carleman kernels. 2 We denote it by 
GI(x,Y:A), x,Y E R. It is the inverse of the oper
ator H(r - A(A E C not an element of the spectrum 
of H1/), where HP) is the self-adjoint operator 
determined by the formal differential operator 

L = _ ~ ~ + 'If 2 l(l + 1) + ze 2 

I 2m dr2 2m r2 r2 

acting in L2(O, co) as defined by Stone 2 and 
Kodaira. 1 The operator (n<~p - A)-1 is bounded and 
defined on all L2(O, co) for A ¢ 6(Hi). In the case 
of 1 = 0, we impose the boundary condition u(O) = 0 
for elements U E D(H£). 

For A ¢ ~ 'lf2t, co) with 

€ =:l, 
P 

= (2mA)1/2 
p h2 ' 

Imp> 0, 
ze2m 

y =---, 
'If 2 (A1) 

we use the integral representation of Wichmann 
and W004 for the kernel G(l)(X,y;A). We have with 
x,Y E (0, co), co> Y > x> O,x = r',Y = r", 

-~.,., , " 1 00 02 = ~yr r . 1 dt 1 ds [s(l - t)]i< [t(s - l)]-i< x - [ste iP [r'(I- t )-yl'(I-s)]j (pr't)hSD(pr"s)] 
r(1 + zdr(1 - zd 0 1 atas I (A2) 

where jz(z), hS1)(z) are the spherical Bessel and 
Hankel functions. Also Gl(X, y, A) for co > x > Y > 0 
is GZ(y, x, A). Setting € = 0, we obtain the free par
ticle Green's function G~(x, y, A): 

G~(x',y",A) = - ipr'rljz(pr')h~D(pr"). (A3) 

We use the representations 

j (z) = ~ t e izs (l - s2)Zds, 
Z 21+ 1l!-1 

(A4) 

Ml)(z) = --- + - + ... + -- e iz • ( C Z+1 Cz C 1) 
I ZZ+l Zl zl 

(A5) 
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Note that for z = ip, p > 0, we have 

h(1}(zp a: - + - + ... - e-P, a. > O. (A6) .) (a 1 a 2 a 1+1) 
1 p p pl+1 ' 

Also for ~ < - 1'2h/2m, we have € = 1'/ik, where 
p = ik and IE I < 1. In making the estimates for 
(A2) we consider the 1 integral with the associated 
r' terms and the s integral with the associated r" 
terms separately. 

t integral: 

M 1 (k, r', l) = r'e- kr" Ia1 
dtI1 (I, E) d~ J1 (I, k, r') (A7) 

with 
/1 (I, d = (1 - I)iq-i€, iE == 1'/k, 

J (I k r') = lekr't (kr')1 t e- kr's(l - s2)lds. 
1 ' , 21+1l! -1 

J 1 is a positive increasing function of 1 and so is 

dJ1/dt for 0 ~ t ~ 1. We majorize M 1 of (A7) by 

( 
1 )1/"'( 1 d q)1/q 

IM11 .;; r'e-kr' Ia dt1/11'" .~ dtl dt J 1/ ' 

(AS) 
where 1/0' + l/q = 1,0', q > 1. For k > 211'1 0', 
we have 

IM11 .;; r'e- kr,( Ia1 
dl/:

t 
J 1 n l/q. (A9) 

Writing q = 1 + n, we have 

IM1 1.;; r'e-kr')1 :t J 1 C:1 ~ 1/q ~~1 dt/ :t J1/~1/q 
I 

d / n/q 
.;;r'e-kr' -J {IJ] P/q (A10) 

dt 1 t=1 1 t= 1 . 

Performing the integrals for :t J 11 t= l' J 1 I t=l> we 
have 

1M I.;; r'e- kr' e2kr' r r e2kr'.;; --.! ekr' ~ (k ')1 n/q (k ')1 f1/ q C (kr')1+1 

1 (1 + kr')l (1 + kr')Z+1 k (1 + kr'}l+1/q , 
k > 2lyla, 1/0' + 1/ q = 1. 

(All) 

In (A7)-(A10), we have omitted numerical constants 
which do not depend on k, r'. In (All), C depends 
only on l being independent of k, r' for k ~ 21 l' 10'. 
From (All), we obtain the free particle estimate 
on setting q = 1. 

s-inlegral: 

M 2(k,r", l) = r" ~oo dsT2(S, E) :s J 2(s,k,r") (Al2) 

with 
12(S, E) = Si€(S - l)-i€, 

J (s k r") = sekr"(1-s)h(1)(ikr"s) 
2 ' , I' 

d/ds J 2(s, k, r") has the form 

.!!.... J (s, k, r")aekr"j (a 2 + ... la1+1)e_2P 
ds 2 I p2 pl+1 

+2(a +a2+ ..• al+1)e_2pl (Al3) 
\' 1 p pi \ 

with p = kr''s. The expression in (A13) is a mono
tone decreasing function of s along with all its 
derivatives. However, we have not been able to ex
ploit this fact. M 2 is then a sum of terms Tn (1 .;; 
n .;; l + 1), the typical one being majorized by 

T 0' r"e
krll 100 

/ ste(s - l)-ie le-2kr"S. (A14) 
n (kr)n 1 sn 

For n ;;. 2, we have 

1 e- kr" 
Tn < k (kr")n-1' k >211'1, (A15) 

by setting e-kr"s equal to e-2kr" in (A14). For To, 
we have 

To .;; i (kr") yl/k e- kr", k > 21 y I, (A16) 

by changing variables to s' = s - 1 and then to u = 
kr"s'. Similarly, 
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1 (kr") yl! k 
T :<:: e- kr" 1 ~ Ii kr" , k > 21 y l. (A17) 

Thus 

1M (k r' l) .;; C1 (1 + kr")I+lyl/k e-kr" 
2 " k (kr"}l , 

k > 21yl. 
(AlS) 

In (A1S) C 1 depends on l only for k > 21 y I and we 
obtain the free particle estimate on setting I 1'1 = O. 
Finally using (All) and (A1S) in (A12), we have for 
p = ik, 0 .;; x < y < 00, 

IG1(x,y;,\) I 

.;; Ck( (kx) /+1 e k )(1 + ky}l+lyl!k e- kY) 

k(l + kX)I+1/q k(ky) 1 ' 
(A19) 

for k > 211' 10',0'-1 + q-1 = 1. 

2. Estimates for the operator F(Hi- .\)-1 

We now consider the operator FG I = F(Hi - ~)-1, 
where F is a real-valued, measurable function of 
x E [0,00) considered as a maximum multiplication 
operator on L2(O, 00). We want to obtain conditions 
on F such that D(F) ~ D(Hi) as this is part of the 
relatively bounded condition. To satisfy the condi
tion that the Hi bound of F is less than 1, we also 
want "F(Hi - ~)-1" to go to zero as ~ ~ - 00. To 
this end note that for k > 21y 10', the range of G1 is 
the domain D(Hi -.\) as the domain of G1 ranges 
through all L2(0, 00). Thus if FG I has finite Hil
bert-Schmidt norm, we have 

IIFGzuli .;; IIFG11I lIuli .;; IIFG1IIH _s "uIiVu E L2(0, 00) 

(A20) 

so that D(F) ~ D(Hi>. USing the estimates of (A19) 
for G{, we obtain sufficient conditions on F [see Eq. 
(A30)J so that IFG 1" H _s is finite. We have 

IIFGzlli_s = 10
00 

10
00 

IF(x)12 IG1(x,y,.\)I2dxdy 
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Jdydx 

(A21) 

We consider the first term of (A21) which satisfies 

R ~ £. [0 dy (1 + ky)2(l+lyl/k) e-2k, 
1 k2 Y::() (1 + ky)2l 

x f (kx) 2(1+1) eZkx IF(x)/2dx = R' + R". 
D (1 + kX)2(I+l/q) 1 1 

(A22) 

We break (A22) further into integrals R~ and R~, 
where the R~ integral is over the triangle 0 ~ x ~ 
y and 0 ~ y ~ R for some 0 ~ R ~ <X) and the R~ 
integral extends over the rest of the triangle 0 ~ 
x ~ y and 0 ~ y ~ 00. Thus 

RI ~ £.lR(l + ky)2(l+lr!!k) e-2kY) 
1 k2 D (ky) 21 

X f (kx) 2(1+ 1) e2kxIF{x)12dx 
o (1 + ki)2(l+lIq) 

~.£ t~ dye-2k.v(1 + ky)ZIYllk f (kx)2e 2kxIF(x)l2dx 
k2 0 0 

~ e(l + kR)2lrl/k foR dye-2ky J: x2e2kxIF(X)12dx, 

(A23) 
noting that Sl/(l + s}l is monotonic increasing 
with maximum value 1 for s E [0, (0). Changing 
variables to x' = x, z = y - x, we have 

R' ~ e(l + kR)2lrllk rR dze-2kz rR i!F(x')!2dx' 
1 )0 Jo 

~ e{1 + ~R)2Irl!k ~R iIF(x/)I2dx'. (A24) 

Similarly, 

R" ~ £'1"" d e-2ky (1 + ky)2(I+lyIM 
1 k2 R Y (ky) 21 

X [lR + rY 
( (kx) 2(1+1) ) x e2k%IF(x)12dx] 

o -k (1 + kx)2(l+1/q) 

"" lR ~ e ~ dy.e-2kye+2kR{1 + ky)2lrllk 0 x 2IF(x)12dx 

C "" y + -1 e-2ky (ky)2(1-Q-1tlYIMdy 1 e2kx IF(x)12dx 
k2 R R 

R (A25) 
Ri ~ ~ (1 + kR)21YI!k ~ x'2IF(x')!2dx' 

+ ~ (to IF(x/)I2dx' + 1"" XI28IF(xI)!2dX'), 
k3-Z6 R R 

(A26) 
Note that we have 

k > 21yla, 1/a > 2lyl/k, a-I + q-l = 1, 

so 1> 1 - q-l = a-I> 21yllk and 

1 K. Kodaira, Am. J. Math. 71, 921 (1949). 
2 M. H. Stone, Linear Tran~j. ill Hilbert Space (A.M.S., New 

York,1932). See Chap. X, Vol. XV. 
3 S. T. Kuroda, J. Math. Soc. (Japan) 11,247 (1959). 

1 + Iyl/k > 1- q-l + Iy//k =. f3 = a-I + Iyl/k 
> aly1!k, 

and we may choose f3 arbitrarily. close to zero by 
taking k, a large. Thus combining (A24) and (A26) 
we have 

R1 ~ ~ (1 + kR)2lyl!k foR x 2/F(x)12dx 

+ _C_ i:'" (1 + x)28/F(x)12dx. (A27) 
k3-2B 'R 

Letting /1'1, f3 ~ 0 in (A27), we obtain the free par
ticle estimate. 

We now obtain estimates for R z: 

R ~ ~ t' jX !F(x)!Z (1 + kx)z(l+lrl(k) e-2h 
2 k2 x=0 y=o (kX}Zl 

(ky)2(l+:t) 
x e2kydydx. (A28) 

(1 + ky)Z(l+l/q) 

Replace 

(ky) 2(1+ 1) 

(1 + ky)2(Z->lIQ) 

by its maximum value in 0 ~ y ~ x, 

(kX)2(Z+V 
(1 + kx)2(l+l/Q)' 

and perform the y integral to obtain 

R ~.£ 1«> IF(i)12 (kx) 2 d 
2 k3"-=O (1 + kx)2(Q-l_IYI k-I) X 

~ 52 jR x 2!F(x)!2dx 
k ..-=0 

e l"" (kX)2(Q-l_I)'lk-1 +B) 

+ k3 :R F(X)12 (1 + kx)2(Q-I- lrl k -I) dx 

.;; f lR x 2/F(x)/2dx 
k x=0 

C "" + - 1 IF(x)12(1 + X)2 Bdx. (A29) 
k3-28 R 

Combining (A27) and (A29), we obtain the desired 
estimate for (A21)--namely, 

IIFGzlli_s ~ ~ (1 + kR)2Irl!k ~R x2/F(x~l2dx 

+ ~ 1"" (1 + x)ZB/F(x)12dx. (ASO) 
k3-ZB It 

With y and f3 set equal to zero, we obtain estimates 
for the case where G1 is the free particle Green's 
function G{, i.e., 

IIFG1z 112 ~ ~ rR x 2IF(x)lzdx 
H-S R Jo 

C 00 

+ k3.& /F(x)!2dx. (A31) 

4. E. H. Wichmann and C. H. Woo, J. Math. Phys. 2,178 (1961). 
5 T .A.Green and O. E. Lanford 111, J. Math. Phys.l, 139 (1960). 
6 S. T. Kuroda, J. Math. Phys. 3,933 (1962). 
7 T. Jkebe, Arch. Ratl. Mech. Anal. 5, 1 (1960). 
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Addendum: Linear Random Operator Equations in Mathematical Physics. III 
[J.Math. Phys.12, 1948 (1971)] 

G.Adomian 
De{JarimcJli ()f Alaih!!malies. Unil'crsii)' of G!!()rgia ,AIII!!IIS, Geurgia 30(i01 

(Received 19 October 1971) 

Part of footnote 20 on page 1955 was omitted. The 
addition should read as follows: 

Since L -1 involves space as well as time variables, 
G(t,T) is a simplified notation for G{t,T,r) and the 
last term is actually: 

1::'00 IvG{t, T, r){a 2/ar2)Q(r, T, w)y (i, T, w)dvdT. 

For notational simplicity we have not shown specific 
dependence on w or even r; it is quite common to 
suppress w. The integral is interpreted as being over 
the appropriate space. J dT means a double integral 
over a volume v and over all values of T. ill the ex
pressions which follow for y 1 ,y 2' .•• and l( 2' K 3, •.• , 

the double integrals are actually quadruple integrals, 
etc. 

Errata: Relativistic Fields Due to a Particle in a Grounded Cylindrical Box 
[J.Math. Phys. 11, 1295 (1970)] 

Richard L. Liboff* 
Facllli(> des Sei!!lIecs. Ullil'!!rsiie Lii)re ri!! BYiI.\ell!!s, Brussels, Belgium 

(Received 14 October 1971) 

The last equation in the right column of p. 1301 
should read 

m. "" 0, z -'S ct 

and the first clause in the sentence following should 
be deleted. These homogeneous contributions (given 
in quadrature form in text} must be added, with 
appropriate sign, to Eqs. (9a) and (9b) to obtain the 
correct fields for the case of the semi-infinite pipe. 
They vanish in the limit t ~ 00 so that Eq. (10) is cor-
rect as stated for the case of the completely infinite 
pipe. Other corrections follow. 

• Permanent address: College of Engineering, Cornell University, 
Ithaca, New York 14850. 
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1300 

1302 
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272 

Location Change 

bottom right 21Iqb (r) 

right column kjJl 
in E~+) f (two places) 

bottom right sgn(z - vt) 

right column sinhKjz/L 
in E z cosh(K j - njt) 

left column sinhKjz/L 
in E z cosh(Kj - njt) 

Eq.10 4 

Eq.9b in E z sinhykz 

middle of right coshK 
column 

to 

41Iqo(r) 

Jl 

1 

coshK.z/L 
sinh(Kj - njt) 

coshKjz/L 
sinh(Kj - nJt} 

2 

coshykz 

coshK(1 - z/ L) 
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